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Abstract

Nowadays, it has become clear that the fluid layer surrounding Earth should be considered as a
single system both at short and longer spatiotemporal scales. This translates to simulating the
atmosphere and the ocean as a single fully coupled system and constructing multi-scale, multi-
model integrated systems. Air-sea interaction involving the exchange of momentum, mass and
heat determines the Earth system equilibria and plays a crucial role in the state-of-the-science
affecting human life and activities. First of all, this defines the development of cyclones which
are associated with extreme winds, high waves and floods inflicting human casualties and eco-
nomical damages in the affected areas. Additionally, as the global interest in renewable energy
is growing, a refined simulation of air-sea interaction will contribute to better forecasts of wind
and wave power production as well as provide early warnings about upcoming damages caused
by extreme phenomena. Moreover, the improved wind and wave forecasts will better facilitate
all human activities associated with the sea such as marine transportation, oil extraction, fish-

ery, tourism and coastal constructions.

Nevertheless, the current knowledge on the complex mechanisms of air-sea interactions
is still insufficient. Hence, this thesis envisages the implementation of a new two-way atmos-
phere-ocean wave fully coupled system with overarching aim to thoroughly unveil air-sea inter-
actions focusing on the dynamical processes. The resulting system includes the Weather Re-
search Forecasting (WRF) model as the atmospheric component and the Wave model (WAM) as
the ocean wave component. WRF and WAM models have been coupled using the OASIS Model
Coupling Toolkit (OASIS3-MCT) that enables the models to communicate and exchange the re-
quired information throughout the combined simulation. The latest version of system is appro-
priately implemented in order to support online coupling with Chemistry (WRF-Chem) and Hy-
drology (WRF-Hydro), offering the capability of simultaneous simulation of atmospheric, ocean
wave, chemical and hydrological processes. Software aspects, data exchange and computation-
al characteristics of the coupled system (CHAOS; Chemical Hydrological Atmospheric Ocean

wave System) are elaborately discussed.

Two coupling modes have been applied to perform sensitivity tests. One-way coupling

mode (only the ocean-wave component uses information produced by the atmospheric com-

Xi



ponent) and two-way coupling mode (both the atmospheric and ocean-wave components use
information by each other). CHAOS simulations of various high-impact atmospheric and sea-
state case studies over the Mediterranean Sea and under hurricane-force conditions (hurricane
Sandy) over the Atlantic Ocean are analyzed. A remarkable finding is that ocean waves increase
air-sea momentum and enthalpy transfer modifying the characteristics of atmospheric flow and
ocean wave generation. Young wind-generated ocean waves are dominant on the modulation
of momentum and enthalpy fluxes in the atmospheric surface layer. In two-way coupling mode,
the space-time Charnock parameter variability decreases the medium to high-frequency gravity
waves as the roughness length and the friction velocity are also increased. The roughness re-
duces for low-frequency waves forming a more slip sea surface under swell conditions. Two-
way coupling improvements are more prominent for wave over open sea. In two-way coupling
mode, atmosphere dynamically loses more momentum and energy by ocean waves but it
thermodynamically gains more enthalpy. It is noteworthy that, two-way coupling balances low-
er the energy equilibrium attenuating atmospheric flow and, consequently ocean wave growth.
This implies that two-way coupling simulates a more turbulent and thicker marine boundary
layer (MABL) weakening the cyclonic systems as well. The energy imbalance delays the cyclone
evolution and produces an average increase of the minimum central mean sea level pressure
(MSLP). Two-way coupling simulates Mediterranean cyclones up to 2 hPa shallower than one-
way coupling mode. The impact on the hurricane Sandy over the Atlantic Ocean is more intense
with up to 5 hPa shallowing or 3 hPa deepening. The minimum central MSLP of the hurricanes is
determined by complex nonlinear processes which can unveil heterogeneities of two-way cou-
pling performance in shallowing or deepening the system. The troposphere also responds on
the perturbations come from the sea surface fluxes. Differences in water vapor mixing ratio and
relative humidity are detectable up to 7 km alongside with the wind speed, the vertical velocity

and the temperature up to the tropopause.

CHAOS has been statistically assessed against buoys observations and satellite retrievals
(Jason-1, 2, 3) over the sea as well as against land surface measurements. During extreme
weather events, two-way coupling mode of CHAOS offers robust statistical improvements up to
10% and 24% for wind speed and significant wave height (SWH) over the sea, respectively, as
well as up to 5% for wind speed, MSLP, temperature and precipitation over the land. Addition-
ally, nesting techniques in CHAOS refine the simulation results with up to 9-10% improvements

in forecast skill, due to better representation of high resolution interactions. Moreover, the

Xii



simulation of wind-induced wave breaking accompanied by sea spray production as well as of
rain impact on waves offers improvements. It is noteworthy that the simulation of rain impact
on waves offers up to 3.6% statistical improvements during hurricane-force conditions. Overall
in a long-term operational approach (1 December 2013 - 1 December 2014), two-way coupling
mode of CHAOS offers statistical improvements up to 3.7% and 6.3% for wind speed and SWH

over the sea, respectively.

Keywords: Air-sea interaction, two-way coupling of atmosphere and ocean waves, CHAOS,

surface momentum and enthalpy fluxes, rain impact on waves.
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NepiAnyn

ITIG LEPEG MG EXEL KATAOTEL 0AdEC OTL N ATHOODALPA KAL O WKEAVOC Ba mpémel va Bewpouvtal

W¢ eviaio oUOTNUO TOOO OE PLKPEG OCO KOl O HEYOAUTEPEC XWPOXPOVIKEG KALHaKeG. H Bewpnon
QUTH QTTALTEL TNV TPOCOUOLWON TNG ATHOoHALPAS KAL TOU WKEAVOU WG EVOG eviaiou, apdidpo-
HOU KoL TIANPWC OUIEUYUEVOU CUOTNUATOG. AUTO ETILTUYXAVETAL HEOW TNG Snuoupylag olo-
KANPWUEVWV CUCTNUATWY TIPooopoiwong MOAAWY cUIEUYUEVWY HLOVTEAWV Kl TIOAAATIAWY HE-
TaBAnTwv. Ta culevyUéva CUCTAATA TIEPLYPAPOUV TILO PEAALOTIKA TIG AAANAETUOPACELG ATUO-
odalpag-6aAaocoac oL onoieg cuvodevovtal amo avtallayEg opung, palag kat Bepudtntag. Ot
avtaAAayEg autég kabopilouv TNV LWoopporia oAOKANpou tou Mwvou mepBaAAovTikol GUoTH-
potog kot Stadpapatilouv onUAVTIKO POAO OTLC ETILOTAUEG KAl TG avOpwTtveg SpaotnpLloTnTEC.
Elvat onuavtikd otL ot aAAnAemudpaoelg autég kabopilouv tn dnuloupyla TwV KUKAWVWY TIOU
ouvodevovtal and BueMwdelg avépoug, uPnAd KOpATA Kol TANUUUPEG TIPOKAAWVTAC avOpw-
Tiva BUATO KOl OLKOVOULKEG {NULEC. Emtiong, KaBwg To TayKOouULo eVELADEPOV YLa TIC AVAVEW-
OlUEG TINYEG evépyelag aufavetal, n mpooopoiwon tng aAAnAemidpaong atpoodalpog-
Balaooac cUUPBAMEL oTNV KAAUTEPN TTPOYVWON TNG TMAPAYWYNG OLOALKAG KOl KUUATIKNG EVEp-
YELOG, KABWCE KAl oTnV €ykalpn poeLldomoinon yLa emepXOUEVA aKkpaia KopKa Gatvoueva ou
TPOKAAOUV {NULEC OTLG EYKATAOTACELC. EmumAéoy, n BeAtiotonoinon otnv mpoyvwaon atpoodal-
PLKWV Kal BaAACOLWY TIAPAUETPWY OTIWE TOU AVEUOU KoL TOU KUUATOG, CUMPBAAAEL o€ TTOAAEG
avBpwriveg SpaotnplotnTeEC Mo oxetilovral pe tn 6alacoa, Onwc ol BaAdooleg HeETAPOPEC, N

e€opuén metpelaiou, n alleia, o TOUPLOUOG KL oL TTAPABAAACOLEG KATAOKEVEG.

OL YVWOELC OXETIKA LE TOUG TIOAUTIAOKOUC HNXOVIOHOUG TwV AAANAETILOpACEWY ATUO-
odalpag-0alaocoac eEakohouvBouv PEXPL Kal orHeEPa va eival avenapkeic. Qg ek toutou, n Sia-
PPN auth €XeL WG 0TOXO va cUUBAAAEL OTNV TTpooopoiwaon, avaluon Kal TEAIKA TNV Katavon-
on twv oAAnAemidpaocswv atpoodalpac-0alacoag Ue EMIKEVTPO ekeiveg HeTafl atpoodalpag
Kol BaAdoowwv Kupdtwy. To gyxelpnua autod MPAYHUOTOMOLETAL HECW TNG dnUloupylag evog
VEOU apdibpopou mMARpwS culeuyUévou cuoTnUATog atpuoodalpac-0aldooiwy Kupatwy. To
oUOTNUA TIPOCOUOLWOEWY TepAapPBavel To atpoodalpko povtého Weather Forecast Research
(WRF) kat to kupatiko poviédo Wave Model (WAM). Ta povtéda WRF kat WAM tpéxouv ma-
PAAANAQ, €MIKOWVWVOUV Kol aviaAAldooouv mAnpodopia péow tou ouleuktn (coupler) OASIS
Model Coupling Toolkit (OASIS3-MCT). H teAeutaia ékdoon Tou cuoTtuatog £xel StapopdwOel

KaTAAANAQ TIpOKELUEVOU va utooTtnpiletal n ouleuén pe to XNULKO povtého WRF-Chem kalt to
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uSpoloyiko povtého WRF-Hydro, mpoodépovtag tn duvatotnTta TauTOXPovNnC TPOocopoiwang
QTHOODALPIKWY, WKEAVLWY, XNUIKWV Kot uSpoloyikwyv dtadikacwwyv. Ot SuokoAieg, o oxebla-
OUOG, Ta otadla uAomoinong Kot Ta XOPAKTNPLOTIKA TOU VEOU OUIEUYHEVOU GUOTAHUATOC TIPO-
ocopowoewv (CHAOS; vUotnua TMNpooopoiwong Xnukwv-YSpoAoylkwv-AToodaLpikwyv-

Oaldcolwv KupaTikwy Slepyactwv) meplypddovtal avaAuTiKa.

Me OKOTO TNV TPOYHATONOLNON TEPAUATWY gvalcOnoiag, Suo tpomol ouleuéng Sla-
popdwBnkav oto CHAQS, n povodpoun (LOVO TO KUMOTLKO HOVTEAD Xpnotuomnolel mAnpodopia
amno To atpoodalplko) kat n apdidpoun (kat ta SUO HOVTEAQ XpnolpomololuV MAnpodopia mou
TIPAYETaL and 1o AAAO HOVTEAD). ApXIKA To culeuyuEVo cUOTNUA TIpooopolwoswv CHAOS e-
dapuoletal otn HEAETN XAPOKTNPLOTIKWY TEPUTTWOEWY aAANAenidpaong atuoodalpog-
BaAacolwv KUpATwY otnv Meooyelo Oalaocoa Kot akoAoUBwE uTo akpaieg KUKAWVIKEG ouvon-
Ke¢ (tupwvag Sandy 2012) otov AtAavtiko Qkeavo. Eva afloonueiwto evpnua eivat otL Tta Ba-
Adoola kOopoata augdvouv tnv avtaAlayn opung kKat evlaAmiag petafl atpoodalpag kat Oa-
Aacoog, HeTaBAANOVTOC TA XOPAKTNPLOTIKA TNG ATUOOPALPIKAG PONG Kal Tn Snuloupyia Twv
KUHATWV. Ta VEQ OVELOYEVH KULOTO KUPLOPXOUV 0Tn SLapopdwaon Twv powv opung Kat evOaA-
niag oto emipavelakd otpwpa. Ol XwpPoXPOVIKA HETARAANOUEVEG TIUEC TNG TIOPAUETPOUG
Charnock e€acBgvouv Tov AVEO Kal TNV AVEUOYEVH KUUATOYEVEDH, KABWE auéAvouv TO UAKOG
TPAXUTNTAG KoL TNV TaxuTnTa TPPRNC. H TpaxutnTa HELWVETAL OTA XAUNAARG oUXVOTNTOG KUUATO
(swell waves) Stapopdpwvovtag pla o oAwodnpr Baidoola enidpavela. H enibpaon g audi-
Sdpoung ouleuéng eival o évtovn otnv avolkty BdAacocag. Ta kOpata SecUeEVOUV OpUnR Kal
EVEPYELOL ATIO TNV KOTWTEPN atHoodatlpa evw cupPBaliouv otn petadopd evBaATiag amo tn
BaAlaocoa otnv atpuoodatlpa. Npocopowwvovtag pe apdidbpoun oculevén Twv HOVIEAWY, TO LOO-
TUyLo TNC SUVALKAG EVEPYELAC TIOU XAVEL N aTuoodaLpa Kol TnG OepuLKnG evEpyELag TTou Kepdi-
{eL, KATAANYEL O HIKPOTEPN OTAOUN LWooppoTtiag Kal MapAdAAnAn e€acBévnaon TG KUUOTOYEVE-
oNG. AUTO €XEL WG ATTOTEAECUA TNV TIPOCOpOoiwaon evog maxUtepou Kal 1o tupBwdoug BaAdo-
OlOU OTHOOGALPLKOU 0pLOKOU OTPWHATOG, TO omolo cuvteAel otnv e€acBévnon tng avamtuéng
TWV KUKAWVLKWY CUOTNUATWY auédvovtag TNV eAAxLotn Tiieon oto Kévtpo toug. H audidpoun
oUTeuEn MPOCOUOLWVEL TOUG LECOYELAKOUC KUKAWVEC Tilo afabeic pe dtadopég mieong (MSLP)
OTO KEVTIPO Tou¢ €wg +2 hPa. Katd tn Sidpkela tou tupwva Sandy otov ATAaviiko Qkeavo ol
SlapopEc otnv mieon kupaivovtol amno -3 hPa éwg +5 hPa. Auth n afeBalodtnta yla TNV mison
odeileTal oTo YEYOVOG OTL N EKTLUNON TNG EAAXLOTNG TiEonG oToug Tudwveg Baoiletal oe mepi-

TIAOKEC HN VPAUUKEC Slepyaoieg, ol omoleg pumopouv va amokoAUPouV OVOLOLOYEVELEC OTNV
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enidpaon ¢ apdidpoung ouleuéng otnv €€ALEN Tou cuoThpatog. Ot aAANAETISPACELS KOTA
unkog tng dtemidpavelag aépa-Balacoag avrkatontpilovial otnv Katakopudn Soun tg atuo-
odalpag ennpealovrag Tic SUVAULKEC Kot Beppoduvapikeég Siepyacieg Tng. AladopEg otnv ava-
Aoyia piypotog udpatUwyY Kal 0T OXETIKA Lypacia aviyvevovtal €wg ta 7 YAW. Atadopég otnv
TaxUTNTA TOU AVEUOU, TNV KaTakopudn taxutnta avupwong Kot tn Bepuokpaacia aviyvevovrtal

HEXPL TNV TpoTtdIauon.

To ovotnua CHAOS €xel otatiotika aflohoynBet pe Baon petpioelg and buoys kat do-
pudopika dedopéva (Jason-1, 2, 3) mavw amnd tn OANacoa Kol UETPHOELS ETIYELWV OTABUWY
MAVW amo tn otepld. Me tnv epappoyn tng apdidpoung oculeuéng oto CHAOS emttuyxavovtot
OTATLOTIKEG BeATIWOELG TAVw armod ) BdAaocoa mou ¢pBdavouv to 10% yLa TNV EKTLUNON TOU ave-
HoAoyLkoU mediou Kat To 24% yla TNV €KTLLNGCN TOU onuavtikol UPouUG KUATOG Katd Tn SLdp-
KELQL OKPALWY KOLPIKWV PoLvoUEVWY. MAvw amod Tn OTEPLA Ol OTATIOTIKEG BEATIWOELG OTNV EKTI-
pUNnon tou avépou, Tng mieong (MSLP), tn Bepuokpaciag kat tou vetol ¢Bavouv to 5%. Emi-
TA€ov, N epapuoyrn eMOAANAWV TAEYUATWY oAokApwaong oto CHAOS BeATLwWVOUV Ta AmOTeAE-
OMOTA TWV TIPOCOUOLWOEWV €wG 9-10%, KaBwc eplypAadovTal AEMTOUEPECTEPA OL UIKPOTEPNG
KAlpakag aAAnAemibpdoels. H mpooopoiwon tng Opavong Twv KUUATWY AOYw LOXUPWY AVEUWV
Tou ouvodeVETAL Ao TNV Mapaywyn Baldcolou ompél (sea spray) OMwE Kal TnG enidpaong tng
Bpoxn¢ ota kKupata cuUPBAAAOUY oTouG 0pBOTEPOUG UTTOAOYLOMOUG TNG avTtaAAayng palag ue-
TafL atpoodalpag kat Balaocoac. Eival afloonpeiwto OtL N mpooopoiwaon tn¢ enidpacng tng
Bpoxng ota Kupata mpoodePeL PEXPL KOl 3.6% OTATLOTIKEG BEATIWOELG KATA TN SLAPKELA TOU
tudwva Sandy. JUVOALKA O pla pakpompoBeoun emxelpnolakny mpooéyylon (1 AskepPpiou
2013 — 1 AekepPpiou 2014), n audidbpoun culeuén oto CHAOS MpoodEPEL OTATIOTIKEG BeATIW-
OELC £WG 3.7% OTNV EKTLUNON TOU avepoAoYLIKoU Tedlou Kal £wg 6.3% oTNV EKTLUNON TOU Onua-

VTIKoU Uoug KU ATOG.

NEEELG KAELOLA: AMnAenidpaon atpdodatpag-8dhacoac, audidpoun cilevén atudodatpag
Kol BaAdcolwyv KUPATWY, eMLPAVELOKEC POEG OpUAG Kal evBaAmiag, emidpaon tn¢ Bpoxng oto

KOUQL.
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Chapter 1

Introduction



1.1. Scope

This PhD thesis aims to investigate, analyze and explain the processes that take place between
the atmosphere and the ocean waves through the implementation of an advanced simulation
system. Atmosphere-ocean wave interaction is crucial for the development of cyclones and
other extreme phenomena as well as climate change and human activities. In the context of
this thesis, these mechanisms will be examined setting the ground for the main focus of the
work, which is the design and implementation of a two-way atmosphere and ocean wave cou-
pled system that produces a more physically-based representation of air-sea momentum, mass,
enthalpy and moisture transfer (Varlas et al., 2017a). The coupled system facilitates the investi-
gation of ocean waves impact on the dynamical and thermodynamic characteristics of the at-
mosphere in various spatiotemporal scales. Additionally, it enables the investigation of wave
generation, wave age, wind-induced wave breaking accompanied by sea spray production as

well as rain impact on waves as well as their feedbacks to the atmospheric properties.

1.2. Air-sea interaction

Earth’s energy balance is determined by many interconnected physical factors as well as the
human activity (von Schuckmann et al., 2016). Interaction plays an influential role in various
aspects of life and determines the equilibria in the environment (Heimann and Reichstein,
2008). The Earth system is a typical example which involves a great amount of complex interac-
tions that have been the subject of human curiosity for hundreds of years. Nowadays, it is con-

sidered to be consisted of five interconnected subsystems (Williams et al., 2012) as follows:

= the atmosphere — the body of air which surrounds the planet

= the hydrosphere — all the earth's water found in oceans, glaciers, streams, lakes, soil,
groundwater, and in the air.

= the lithosphere — all inorganic material besides water and gasses

= the cryosphere —those portions of Earth's surface where water is in solid form

= the biosphere — all living organisms

Figure 1.1 illustrates the main physical and dynamical interactions between the above-
mentioned subsystems. The linear and nonlinear interactions among the subsystems tend to
generate physical and dynamical equilibria, configuring the climate and the weather (e.g. Knutti

and Hegerl, 2008; van Nes et al., 2015).
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Figure 1.1: Schematic of the main interactions included in models of the Earth’s climate system. GCM is an acronym for general
circulation model. Adapted from Karl and Trenberth (2003).

Thinking that ocean covers approximately the 2/3 of the Earth’s surface, the interaction
between the atmosphere and the hydrosphere (air-sea interaction) is realized to has significant
impact on various processes that couple the turbulent atmospheric and oceanic boundary lay-
ers across the interface. The dynamical and thermodynamic interactions among the lower-
atmosphere, the ocean waves and the upper-ocean affect the momentum, energy and mass
equilibria of Earth system. The interactions between oceans and the atmosphere can be cate-

gorized as follows:

= Dynamical —involving exchange of momentum and mass (water vapor, rain, sea spray)

* Thermodynamic — involving exchange of enthalpy (latent and sensible heat).



Air-sea interactions are complex because they include nonlinear relationships (Csanady,
2001; Warner et al., 2010). It is noteworthy that, dynamical and thermodynamic interactions
are co-dependent, because the mass exchange is accompanied by latent heat transfer. Addi-
tionally, the dynamical interaction between atmosphere and waves determines sea surface
aerodynamic roughness affecting momentum, enthalpy and moisture exchanges (Black et al.,
2007; Drennan et al. 2007; French et al. 2007; Zhang et al., 2008; Andreas, 2011; Bell et al.,
2012). Figure 1.2 depicts the main dynamical and thermodynamic interactions that are taking

place between the air and the sea.
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Figure 1.2: Schematic of the interactions in the atmosphere-ocean system. Illustration by Amy Caracappa-Qubeck, Woods Hole
Oceanographic Institution.

The deeper understanding of air-sea interaction is of great importance for life on earth
and human activities. First of all, these phenomena play a crucial role in the development of
tropical cyclones which are associated with extreme winds, torrential rainfalls, high waves and
damaging storm surges leading to extensive coastal flooding and, thus, inflicting human casual-
ties and economical damages in the affected areas. Webster et al. (2005) observed a large in-
crease in the number and proportion of intense tropical cyclones reaching categories 4 and 5
(Simpson and Saffir, 1974) from 1970 to 2004. This is mostly attributed to the sea surface tem-
perature (SST) increase about 0.5°C over the Tropical Ocean. This aspect is increasingly im-
portant as many studies show that the number of the affected population is growing while pre-

dicting the continuation of this trend due to the increase of the population and climate change
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(Figure 1.3) [e.g. Emanuel, 2005; Peduzzi et al., 2012]. In this context, Emanuel (2005) suggest-
ed that future warming may lead to an upward trend in tropical cyclone destructive potential

and a substantial increase in tropical cyclone-related losses in the twenty-first century.
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Figure 1.3: (a) Change in tropical cyclone population yearly exposure with time. For the period 1970-2009 the exposure is pro-
vided for both observed and average trend (assuming constant hazard). The period 2010-2030 includes only the average trend
under constant hazard, with uncertainty from population growth (-2.2 to 1.0%). (b) Scenarios until 2030. Influence of hazard on
exposure for increase in intensity (red) and change (decrease) in frequency (green) and median scenario (dashed line in blue)
[Peduzzi et al., 2012].

Additionally, as the global interest in renewable energy is growing, a refined simulation
of air-sea interaction will contribute to improved design of offshore wind farms consist of float-
ing wind turbines (Butterfield et al., 2005). This will also offer better wind and wave forecasts
which are related to wind and wave power production (Kerbiriou et al., 2007; Bolanos et al.,
2014; Christakos et al., 2016) as well as provide early warnings about upcoming damages
caused by extreme phenomena (Sathe and Bierbooms, 2007; Christakos et al., 2014). Moreo-
ver, the improved wind and wave forecasts will better facilitate all human activities associated
with the sea such as marine transportation (Tucker and Pitt, 2001), oil extraction, fishery, tour-

ism and coastal constructions.

1.3. The role of Ocean Waves on Air-Sea Interaction

This thesis focuses on dynamical air-sea interactions which mainly involve the interactions be-
tween ocean waves and the lowest atmospheric layer. Near surface winds and medium to high-

frequency gravity waves determine the sea surface roughness which affects the air-sea mo-



mentum exchange (Janssen, 1991; Donelan et al., 1993). High frequency wind-generated waves
increase the sea surface roughness and extract energy and momentum from the atmosphere.
The momentum exchange is the focal point of a number of recent studies highlighting the im-
pact of ocean waves on the dynamical processes across the air-sea interface (Jenkins et al.,
2012; Rutgersson et al., 2012; Katsafados et al., 2016; Wahle et al., 2017). The sea surface
roughness also modulates the enthalpy (latent and sensible heat) and the moisture transfer be-
tween the atmosphere and the ocean determining their properties (Fairall et al., 2003; Bruneau
and Toumi, 2016; Ricchi et al., 2016, 2017). Additionally, several studies have shown the rele-
vance of the sea state dependent momentum transfer for the storm-surge modeling
(Mastenbroek et al., 1993; Dietrich et al., 2011; Sikiri¢ et al., 2013), the weather prediction (e.g.
Doyle, 1995; Janssen et al., 2002; Davis et al., 2008; Gopalakrishnan et al., 2011; Cavalieri et al.,
2012b; Chen et al., 2013; Torrisi et al., 2014; Zambon et al., 2014) and the atmospheric climate
(Janssen and Viterbo, 1996; Andrews et al., 2012; Cavaleri et al., 2012a; Voldoire et al., 2013).

Air-sea enthalpy and moisture exchanges are dependent on air-sea properties such as
sea surface roughness, wind speed, water vapor, currents, temperature, salinity etc. It is note-
worthy that, atmosphere-wave interaction determines sea surface roughness and near surface
wind speed modulating enthalpy and moisture transfer (Doyle, 1995; Bao et al., 2000; Fairall et
al., 2003). The modification of momentum, enthalpy and moisture exchanges by sea surface
roughness affects the marine atmospheric boundary layer (MABL) processes. Sullivan et al.
(2008) showed that the waves support turbulence generation and change the mixing of MABL.
Jenkins et al. (2012) observed that the waves act as roughness elements in MABL, affecting the
turbulent flow and the vertical wind speed profile as well as inducing oscillatory motions in the
atmospheric flow. Moreover, atmosphere-ocean wave interaction affects the mixing of heat
and momentum in the upper ocean layers (Sullivan and Williams, 2010; D'Asaro et al., 2014;
Breivik et al., 2015; Wu et al., 2015; Alari et al., 2016; Licer et al., 2016; Staneva et al., 2016; Ai-
jaz et al., 2017; Cai et al., 2017) and the ocean circulation (e.g. Burgers et al., 1995; Clementi et
al., 2013; Turuncoglu et al., 2013; Fan and Griffies, 2014; Kim et al., 2014; Carniel et al., 2016).

Additionally, mass, momentum, enthalpy and moisture are transferred from the ocean
to the atmosphere through sea spray droplets created by the bursting of sea bubbles and wave
breaking (Deane and Stokes, 2002; Melville and Matusov, 2002; Andreas, 2004; Liu et al., 2011).
Atmosphere-wave interaction determines wave breaking and the production of sea spray as

well as its impact on the dynamical and thermodynamic processes of the atmosphere (Andreas
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and Decosmo, 2002; Bao et al., 2011; Wu et al., 2015). Moon et al. (20044, b, c) found that drag
coefficient saturates in hurricane force wind conditions (above 33 m s). At a wind speed of
about 33 m s, the drag coefficient starts levelling off, implying that the spray droplets begin to
affect the dynamics of the atmospheric flow (Makin, 2005). Powell et al. (2003) speculated that
increased foam coverage resulting from intensively breaking waves could progressively form a
“slip” surface at the air-sea interface that leads to the reduction of the sea drag at wind speeds
above 40 m s1. Moreover, during wave breaking, the “rain” of spray droplets back onto the sea
surface creates a mass flux with a magnitude that has been shown to damp the short waves
that sustain most of the atmospheric drag on the sea surface (Andreas, 2004). As a conse-
guence, spray may play a key role in a negative feedback loop that limits air-sea momentum

transfer and enhances the atmospheric flow.

Moreover, atmosphere-wave interaction involves the impact of rainfall on wave evolu-
tion and its feedback to the atmosphere. The variability in the sea-state by rainfall accounts for
momentum exchange where a considerable amount of stress is imparted to the sea-surface
(van Dorn, 1953; Malkus, 1962; Roll, 1965; Caldwell and Elliott, 1971). Rain falling on the ocean
surface can change the atmosphere-ocean wave interaction processes in several ways. When
raindrops strike the water surface, they generate ripples (Houk and Green, 1976; Poon et al.,
1992) and calm down the surface gravity waves (Reynolds, 1900; Manton, 1973; Tsimplis and
Thorpe, 1989; Tsimplis, 1992; Poon et al., 1992). Meanwhile, the rain can enhance the wind

stress acting on the sea surface (van Dorn, 1953; Caldwell and Elliot, 1971, 1972).

For vertical or near vertical rainfall, the fluctuating sea surface forces are responsible for
a non-negligible wave amplitude decay, particularly in the high frequency range (Le Mehaute
and Khangaonkar, 1990; Cavaleri et al., 2015). In the case of high winds, the rain horizontal ve-
locity component is large and the corresponding stress on the sea surface is nearly in phase
with sea surface slope. Then instead of causing decay, the rain adds its effect to the wind and
enhances the growth of high frequency waves. Cavaleri et al. (2015) proposed that rain attenu-
ates high-frequency waves decreasing sea surface roughness and white-capping as well as in-
creasing the wind speed. Yang et al. (1997) observed that damping or enhancement of the sur-
face roughness by rain is shown at various wavenumber bands and depends on both wind and
rain conditions. Additionally, Peirson et al. (2013) observed that the attenuation of gravity

waves presents a systematic finite-amplitude effect above a mean steepness of 0.10.



Kumar et al. (2009) following Kitaigorodskii (1973) and Houk and Green (1976) added a rain-
induced roughness length to the roughness length produced by wind blowing over sea-surface.
Kumar et al. (2009) observed that damping at low wind speed occurs when horizontal momen-
tum produced by rain is negligible compared with the vertical momentum. As also referred by
Cavaleri et al. (2015), Kumar et al. (2009) showed that young waves are very sensitive to change
in external force such as the raindrop striking. On the other hand, mature waves are not much
affected by rain of low intensity and short duration irrespective of wind speed magnitudes

which exist over the sea-surface.

1.4. Approaches on Simulation of Air-Sea Interaction

The lack of consistent skill in uncoupled forecasting systems may be partially attributed to inad-
equate surface and boundary layer formulations and the lack of full coupling to a dynamic
ocean (Chen et al., 2007). It is, thus, essential to develop appropriate multi-model, multi-scale
advanced prediction systems that simulate the atmospheric, wave and oceanic processes in a

cross-talking way.

First, large-scale atmosphere-ocean coupled systems developed targeting to simulate
the major climatic interactions (Battisti, 1988; Philander et al., 1992; Webster et al., 1999;
Soden and Held, 2006; Roberts and Battisti, 2011). Due to the small spatial and temporal inter-
action scales between atmosphere and ocean, the direct and sufficient response between the
coupled models is a substantial factor (Warner et al., 2010). In this context, a number of centers
and institutes worldwide developed operational atmosphere-ocean coupled systems managing
to resolve higher spatiotemporal scales. In the middle 1990s, the Naval Research Laboratory
(NRL) of United States developed the 3-dimensional Coupled Ocean/Atmosphere Mesoscale
Prediction System (COAMPS) specialized in tropical cyclones (Hodur, 1997). In 1998, the Euro-
pean Centre for Medium-Range Weather Forecasts (ECMWF) was the pioneer in the implemen-
tation of atmosphere-ocean wave coupled systems. The coupled system consisted of the ocean
wave model of ECMWF (ECMWF WAM or ECWAM) and the Integrated Forecasting System (IFS),

the operational global atmospheric model of ECMWF (Janssen et al., 2002).

In the following years, a number of atmosphere-ocean coupled systems were developed
in order to unveil the air-sea interactions at even higher spatiotemporal scales. Powers and

Stoelinga (2000) implemented a coupled air-sea numerical model and tested its performance



during an event of frontal passage over a lake in North America. Bao et al. (2000) implemented
an atmosphere-wave-ocean coupled system to better represent surface momentum and heat
fluxes as well as the contribution of sea spray under hurricane-force winds. In 2001, the Geo-
physical Fluid Dynamics Laboratory (GFDL) of United States developed an operational atmos-
phere-ocean coupled system to support tropical cyclone predictions (Bender et al., 2007). Li-
onello et al. (2003) developed the Model of Interacting Atmosphere and Ocean (MIAO) to re-
solve the atmosphere-wave-ocean interaction processes over the Mediterranean Sea. Later,
the Coupled Boundary Layer Air-Sea Transfer (CBLAST)-Hurricane program at United States
aimed to analyze the internal mechanisms of tropical cyclones at 1 km spatial resolution im-
plementing an atmosphere-wave-ocean coupled system (Chen et al.,, 2007). In 2007, the Na-
tional Center for Environmental Prediction (NCEP) of United States in collaboration with GFDL
carried out the development of the Hurricane Weather Research Forecasting (HWRF) system in
support of operational forecasting of tropical cyclones for all the tropical ocean basins (Gopala-
krishnan et al., 2010). HWREF is an ongoing updated atmosphere-ocean modeling system involv-
ing new capabilities (Kim et al., 2014). In 2010, the United States Geological Survey (USGS) in-
troduced the Coupled Ocean Atmosphere Wave Sediment Transport (COAWST) modeling sys-
tem to better identify the dynamical processes affecting the coastlines (Warner et al., 2010).
Later, Jenkins et al. (2012) implemented a modeling system involving the Weather Research
Forecasting (WRF) model and the Wave model (WAM) coupled by MCEL coupler in order to
study the impact of waves on the MABL over the North Sea and Norwegian Sea area. Chen et al.
(2013) proposed a new directional wind-wave coupling method using the wave-stress vector
from two-dimensional wave spectra, which improves the simulation of the evolution and the
structure of hurricanes. At the same period, Voldoire et al. (2013) proposed the Earth system
model (CNRM-CM5), running operationally at Meteo-France and involving several models to

simulate atmosphere-land-ocean interactions.

Workstation Eta WAM (WEW) system is a two-way fully coupled atmosphere-ocean
wave system, designed to explicitly resolve air-sea interactions supporting research and opera-
tional activities over the Mediterranean Sea (Katsafados et al., 2014, 2015a, 2015b, 201643,
2016b, 2017; Varlas et al., 2014, 2015). The atmosphere-ocean wave interaction analysis with
WEW was the initial research navigator of this thesis. The system was built in the Multiple Pro-
gram Multiple Data (MPMD) environment where the atmospheric and the ocean wave compo-

nents are handled as parallel tasks on different processors (Katsafados et al., 2016a). Interac-



tions considered in WEW were mainly driven by the momentum exchanges within the ocean
wind-wave system and included the effects of the resolved wave spectrum on the drag coef-
ficient and its feedback on the momentum flux. WEW offered a more realistic representation of
the aerodynamic drag over rough sea surfaces. The performance of the system was tested in a
high-impact atmospheric and sea-state case study of an explosive cyclogenesis in the Mediter-
ranean Sea (Varlas et al., 2014; 2015). Despite the underestimation of both wind speed and
significant wave height, WEW offered an overall improvement of RMSE up to 11% in respect to

the uncoupled simulation.

1.5. Open issues

The current approaches in the literature have offered improvements in the research of air-sea
interaction and especially in air-ocean wave interaction mechanisms (e.g. Csanady, 2001; Jones
and Toba, 2001; Janssen, 2004; Liss and Duce, 2005; Lau and Waliser, 2011; Dobson et al.,
2012). However, there is the necessity for a better understanding of the interaction mecha-
nisms across air-sea interface related to momentum, heat and sea spray fluxes mainly under
extreme weather conditions (Makin and Kudryavtsev, 1999; Kudryavtsev et al., 1999; Lionello
et al., 2003; Andreas, 2004; Chen et al., 2007; Soloviev et al., 2014). Moreover, there are still
many open scientific issues to investigate and complex nonlinear interactions to explore such as

the understudied effect of rain on wind wave generation and dissipation (Cavaleri et al., 2015).

First, it is commonly accepted that short gravity-capillary waves play the most important
role in the momentum loss from air flow (e.g. Janssen, 1989, 1991; Kudryavtsev and Makin,
2002; Jenkins et al., 2012). In general, current studies using wave-induced stress, wave steep-
ness and wave age in air-sea momentum exchange parameterizations indicate that the surface
aerodynamic roughness increases during rapidly-developing and short-fetch conditions (e.g.
Taylor and Yelland, 2001; Janssen, 2004; Liu et al., 2011; Jenkins et al., 2012; Katsafados et al.,
20164, 2017). In this context, a fundamental challenge is to quantify the impact of wave fre-
guency and wave age on the near surface atmosphere and its feedbacks on wave generation.
However, the interaction between waves and currents can modify wave generation and sea
surface roughness. A source of uncertainty, thus, is the description of the interactions between

the waves and the oceanic boundary layer (Chen et al., 2007; Breivik et al., 2015).
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Additionally, there are still open questions regarding the impact of sea surface roughness on
momentum exchange as well on as sensible and latent heat fluxes, which affect the atmospher-
ic conditions up to high heights, especially during sea-driven atmospheric phenomena such as
cyclones. A disadvantage of current approaches is the use of observational data fitting methods
in order to implement the air-sea parameterizations in the atmospheric models. The relations,
thus, between atmospheric and ocean wave parameters are lacking universality mainly under

extreme wind and sea state conditions (Donelan et al., 2004; Soloviev et al., 2014).

Another issue is the wave breaking and the estimation of sea spray production as well as
its impact on the dynamical and thermodynamic processes in the atmospheric surface layer
(Andreas and Decosmo, 2002; Bao et al., 2011; Wu et al., 2015). Breaking waves include a num-
ber of processes across the air-sea interface including the horizontal stress exerted by the wind,
the energy dissipation of surface waves, the vertical mixing in the upper ocean, the exchange of
heat and gases and the generation of sea spray by wave crests breaking as well as by bursting
bubbles (Zhao and Toba, 2001). Wave breaking is a highly nonlinear process and its quantitative
estimation is very difficult both experimentally and theoretically especially under hurricane-
force conditions. There are several studies proposing that sea spray generated by intensive
wave breaking saturates and even reduces aerodynamic drag at high wind speeds (Kudryavtsev
and Makin, 2001; Powell et al., 2003; Donelan et al., 2004; Makin, 2005; Kudryavtsev, 2006;
Jarosz et al., 2007; Liu et al., 2012; Holthuijsen et al., 2012; Kudryavtsev et al., 2012; Liu et al.,
2012; Sahlée et al., 2012; Soloviev et al., 2014; Andreas et al., 2015; Potter et al., 2015; Wu et
al., 2015). Additionally, breaking waves are likely to modify the total energy flux into surface
waves and the viscous dissipation inside the wave boundary layer. Nevertheless, it is difficult to
guantify these effects since our knowledge of breaking wave processes, such as statistical dis-
tribution of breaking waves and energy and momentum flux into individual breaking waves, is
poor with uncertainties of factor of 10 or larger (Hara and Belcher, 2004). Hence, there is a
need for a better understanding of the factors that control the wave breaking and sea spray

production mechanisms as well as their impact on atmospheric and oceanic boundary layers.

Additionally, the impact of rain on wave evolution and its feedback to the atmosphere is
still an open issue. While the underlying physics of air-sea interaction processes have been the
subject of investigation for the last few decades, less attention has actually been paid to study-
ing the impact of descending raindrops in alteration of sea surface roughness and thereby mod-

ifying the oceanic wave features over a region of concern. Quantitatively, a significant percent-
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age of shear stress at ocean surface is provided by the impact of descending rain-drops. Poon et
al. (1992) quantified the ratio of rain-induced stress and wind stress at sea surface to be in the
order of about 7 to 25% based on an experimental study in a circulating wind-wave tank. How-
ever, the rain-wave interactions are highly dependent on intensity and duration of rainfall and
on raindrops diameter and terminal velocity. There are also many unprecedented factors af-
fecting the rain-wave-atmosphere interactions such as the white-capping decrease, the angle of
raindrop incidence with the sea surface and the blowing away of raindrops by extreme winds
(Cavaleri et al., 2015). Hence, the physics of dynamical rain-wave interaction is determined by
nonlinear momentum and mass exchanges, making the implementation of a universal parame-

terization that resolves all interaction mechanisms considerable research issue.

1.6. Research goals

This PhD thesis aims to enhance the dynamical representation of the air-sea interaction, im-
plementing a new two-way atmosphere-ocean wave modeling system (Varlas et al., 2017a).

The research goals of this thesis are the following:

=  As discussed above, there are open questions regarding the impact of sea surface rough-
ness on air-sea momentum, enthalpy and moisture exchange and, consequently, on at-
mospheric conditions and ocean wave growth. In this context, a fundamental research goal
of the thesis is the design and implementation of a two-way coupled atmosphere-ocean
wave modeling system in order to simultaneously simulate the atmosphere-wave interac-
tions approaching the impact of sea surface roughness on air-sea transfer processes. This is
finally achieved by integrating suitable dynamical air-sea parameterizations and making
sensitivity tests during extreme weather events. The impacts of sea state conditions on the

dynamical characteristics of the MABL are also resolved through numerical experiments.

= |t is essential to investigate atmosphere-ocean wave interaction under various spatiotem-
poral scales. As mentioned previously, the relations between atmospheric and ocean wave
parameters are lacking universality mainly under extreme wind conditions. Furthermore,
atmosphere-wave interaction is more intense during young wave growth. The second re-
search goal is, thus, to resolve higher frequencies in the wind-wave spectrum by employing
nesting capability in the two-way coupled system. On the other hand, the impact of atmos-
phere-ocean wave interaction in operational mode is approached through a set of long-
term simulations.
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=  The role of medium to high-frequency waves and their breaking accompanied by sea spray
production on the development of extreme weather phenomena is a critical research issue.
Hence, the third research goal of this thesis is the investigation of the rapidly-developed
high-frequency waves and the analysis of their breaking mechanisms. This is achieved by
exploring the dynamical effect of sea spray on the atmospheric flow and the wave growth
as well as on the thermodynamic structure of well-organized cyclonic systems such as hur-

ricanes.

= Despite the fact that, a percentage of shear stress at ocean surface is provided by the im-
pact of descending raindrops, the rain-wave interactions are not included in ocean wave
generation and the atmospheric surface layer processes. Obviously, this is an important
open research issue characterized by complex nonlinear physical and dynamical interac-
tions. Thus, the impact of rain to wave evolution and its feedback to the atmospheric con-

ditions mainly under extreme weather conditions is the fourth research goal of the thesis.

1.7. Thesis Outline

The main focus of this thesis is to expand the current knowledge and research in dynamical air-
sea interaction in the context of numerical modeling as well as suggest optimizations to the

simulation techniques of this complex topic. The next chapters are, thus, structured as follows:

* |n the second chapter, the theory of atmosphere-ocean wave interactions is presented. That
chapter focuses on the theoretical background of the problem which the modeling and the
analyses of atmosphere-ocean wave interactions are based on. The physical processes and
the dynamical mechanisms which determine the atmospheric surface layer and the ocean
wave generation are discussed. The modeling of air-sea surface momentum, enthalpy and

moisture transfer is also described.

* |n the third chapter, the modeling tools of the new two-way fully coupled Chemical Hydro-
logical Atmospheric Ocean wave System (CHAQS), used to simulate and analyze the atmos-
phere-ocean wave interactions, are presented. The main characteristics of the atmospheric

model WRF, the ocean wave model WAM and the coupler OASIS3-MCT are reported.

= The fourth chapter is dedicated to the core of this thesis, the development of the new two-
way fully coupled Chemical Hydrological Atmospheric Ocean wave System (CHAQS). The

model coupling efforts, the difficulties, the techniques, the changes in source code of the
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models involved and the final development and configuration of the system are analyzed.

Additionally, the statistical evaluation methodology of the new system is described.

In the fifth chapter, the new coupled system is assessed in order to simulate atmosphere-
ocean wave interactions. Sensitivity tests on extreme weather events and long-term perfor-
mance employing one-way and two-way coupling modes are presented. Atmosphere-ocean
wave interactions and their feedbacks to the atmosphere and the ocean wave growth are
analyzed. A physical interpretation of the results is also described. Additionally, the results

are statistically evaluated.

In the sixth chapter, the utility of nesting techniques in two-way coupling mode to resolve
the atmosphere-ocean wave interactions in finer spatiotemporal scales is investigated. Addi-
tionally, two simulations employing and not employing nesting techniques are statistically

assessed.

In the seventh chapter, sensitivity tests on an extreme hurricane event and analysis of the
atmosphere-ocean wave interactions under hurricane-force winds and high sea state are
presented. Wind-induced wave breaking accompanied by sea spray production, wave age
based parameterizations and rainfall impact on wave generation as well as their feedbacks
to the atmospheric and wave conditions are also investigated. Additionally, the results are

statistically evaluated and discussed.

The eighth chapter is the last chapter, where the conclusions of the thesis are summarized.
The answers of the research questions, various further analyses, the final conclusions and
the future plans with respect to the simulation and analysis of the atmosphere-ocean wave

interactions are discussed.



Chapter 2

Theoretical Background on Modeling
of Atmosphere — Ocean Wave
Interactions
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2.1. Atmospheric Surface Boundary Layer

The atmospheric surface boundary layer (or surface layer) constitutes the lower turbulent re-
gion of PBL in the troposphere -approximately the lowest 10% of the total depth of PBL- where-
in the turbulent fluxes vary less than 10% of their magnitude (Stull 1988). As this is an interfa-
cial layer between the Earth’s surface and the overlying atmosphere, it controls the land-
atmosphere and sea-atmosphere momentum and energy exchange processes (Jiménez et al.,
2012; Hari Prasad et al.,, 2015). Meteorological variables experience a sharp variation with
height within this layer that exhibits the most significant exchanges of momentum, heat, and
moisture (Arya, 1988). Consequently, the accurate formulation of surface layer state is crucial

to provide an adequate atmospheric evolution by numerical models.

The Monin-Obukhov similarity theory (Obukhov, 1946; Monin and Obukhov, 1954) is a
framework used widely to compute the surface turbulent fluxes (Beljaars and Holtslag, 1991).
The theory also provides information about the profiles within the surface layer that are used
to diagnose meteorological variables at their typical observational height such as the wind at 10
meters. A limitation, however, is that the calculation of both the fluxes and the profiles need to
be determined empirically. Thus, there is a number of studies suggesting reworks of the Monin-

Obukhov similarity theory.

Jiménez et al. (2012) have introduced some modifications to the classic Monin-Obukhov
similarity theory mainly concerning the estimation of similarity functions for momentum and
heat. This revision of Monin-Obukhov similarity theory has been embraced by the research
community because of the solutions it suggests to some of the limitations of the traditional
theory. The Weather Research Forecasting model (WRF) involves this revised approach of Mon-
in-Obukhov similarity theory. Because WRF model is one of the coupled models of the new sys-

tem proposed by this thesis, this revised approach will be presented below.

The sea surface momentum flux or kinematic stress (7), the sensible heat flux (H), the la-

tent heat flux (LH) and the enthalpy flux (E) are parameterized as follows:

T = pait.? = paCa(U — Ug)? = paCqU? (2.1)

H = —pacpu.0, = —pacpy CLU(0, — 65) (2.2)
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LH = Lypau.q. = LypaCqU(qs — qa) (2.3)

E=H+LH = an[CpCh(Qs —0) + Lqu(qs - qa)] (2.4)

where p, is the air density of the surface layer, u, is the friction velocity, U; is the sea surface
current velocity and U is the wind speed at the lower level enhanced by a convective velocity
following Beljaars (1995) and a sub-grid velocity following Mahrt and Sun (1995). As proposed
by Oost and Oost (2004) U; = 0 in a coordinate system moving with the sea surface current.
Additionally, 6, and g, are the temperature and moisture scales respectively and ¢, is the spe-
cific heat capacity at constant pressure; L, is the latent heat of vaporization; 8, and 6, are the
air and sea surface potential temperature, respectively; gy is the interfacial value of the water
vapor mixing ratio (Fairall et al., 1996), q, is the specific humidity in the surface layer and Cg,
Ch and Cq are the dimensionless bulk transfer coefficients for momentum, sensible heat and
moisture (Stull, 1988). As discussed by Green and Zhang (2013), when the interfacial air-sea
transfer is considered alone, neglecting sea spray flux, the bulk transfer coefficient for enthalpy

Cy is approximately equal to Cj, and €. Thus, enthalpy flux can be parameterized as follows:
E = paCkU[Cp(Hs - Ha) + Lv(Qs - Qa)] (2.5)

where €, = C; = Cp,.

The dimensionless wind shear and potential temperature gradient in surface layer are

usually expressed as (e.g., Arya, 1988):

’;_f%:(pm(%) (26)
:_fg_i:‘/’h(%) (2.7)

where z is a height level, 8 is the air potential temperature, u, is the wind speed at level z, L is
the Obukhov length (Obukhov, 1946) and k is the von Kdrman constant. Moreover, @,, (with
¢, (0) = 1) and ¢y, are the basic universal similarity functions for momentum and sensible
heat respectively which relate the constant fluxes

‘[:TO =pau*2 (2'8)
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H = Hy = —pgcpu.b, (2.9)

to the mean gradients du,/0z and 06/0z in the surface layer. In equations ( 2.6 ) and ( 2.7 ),
Cp is the specific heat capacity at constant pressure. The friction velocity u, is the velocity scale

and 6, is the temperature scale defined along with the equations ( 2.8 ) and ( 2.9 ) as follows:

To
u, = |— (2.10)
Pa

Hy (2.11)
PaCplUs

0, =—

The term z/L is the Monin-Obukhov stability parameter which is defined as:

Z_ 9,5 (2.12)
L= 0, w2 '
where g is the acceleration of gravity and 6, the air potential temperature at level z.
Integrating the equations ( 2.6 ) and ( 2.7 ) with respect to height z, leads to
U, z z Zo
o = 5) = om () 4 9 ()] (223)
0. z z Zy (2.14)
0=ty =2 () = () + 9 ()

where z; is the roughness length (i.e. the height at which the wind speed theoretically becomes
zero), zy; is the thermal roughness length, 6, is the ground surface potential temperature and
Y, , are the integrated similarity functions for momentum and heat that are defined as follows

(Panofsky, 1963):

z/L

ma(7) = f [1—<pm,h(€)]§ (2.15)
0

Finally, the bulk transfer coefficients for momentum, sensible heat and moisture over the sea
are defined as (see more details at Fairall et al. (2003) and Jiménez et al. (2012) and references

there in):

C, = (2.16)

[in (52) = m (5572) + v ()]
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Z+Zor) _ K@ zy (2.17)
[in (522 = (522) + 0 ()]

Zot

Ch=

Ca =T 77rz0n K\/C—dz o (2.18)
2 ) D) TR T
i (5o22) =00 () v ()

where z,, is the humidity transfer roughness length. According to Coupled Ocean-Atmosphere

Response Experiment (COARE) algorithm, version 3.0 (Fairall et al., 2003), z,; and z,, are de-

fined as:
Zot = Zpg = min(1.1x107%,5.5x1075R; %€) (2.19)
where R, is the Reynolds number:

u.zy u.zy

v, (132 + 0.009T)x10-5

R, = (2.20)

where v; is the kinematic viscosity of air, dependent on temperature T in °C.

The bulk transfer coefficients are affected by the stability of surface layer and the
roughness length. In general, the integrated similarity functions are calculated through empiri-
cal approaches for different stability conditions using the Richardson number. Especially for the
lowest part of MABL, the roughness length over the oceanic surface is strongly dependent on

sea state.

Observational evidence indicates that the surface drag over the ocean is a positive func-
tion of the wind speed (Jones and Toba, 2001). Using non-dimensional arguments, Charnock
(1955) postulated that, neglecting molecular motions, roughness length z. is proportional to
the square of the friction velocity (u,), the variable that represents the intensity of the atmos-
pheric turbulent mixing of momentum associated with surface friction (Jiménez and Dudhia,
2014). Nevertheless, total roughness length z, over ocean is calculated by Charnock (1955)
equation adding a term for viscous sublayer z,, near the sea surface (z < z,), where the molec-
ular motions are important in a smooth flow as follows (e.g. Businger, 1973; Smith, 1988; Piel-

ke, 2002):

au? 0.11v
Zo =Z.t+ 2z, =

(2.21)
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For the first term of the equation, the factor a is an empirical constant known as the Charnock
parameter. The Charnock parameter indicates the sea state impact on the lowest part of the
surface layer. Subsequent field experiments have reported a range of values for the parameter
(Kitaigorodskii and Volkov, 1965; Garrat, 1977; Wu, 1982; Geernaert et al., 1986). Wu (1982)
proposed an often-used constant value for Charnock equal to 0.0185. Most recent empirical
evidence suggests a dependence of the Charnock parameter on the wind speed (Fairall et al.,
2003; Edson et al., 2013), or even on the sea state (Donelan, 1990; Janssen, 1991; Smith et al.,
1992; Taylor and Yelland, 2001; Oost et al., 2002; Drennan et al., 2003; 2005; Fairall et al., 2003;

Liu et al.,, 2011; Katsafados et al., 2017). For the second term of equation ( 2.21 ), v =

2
1.5x107° mT is a representative value of the kinematic viscosity of air for temperature equal to

20°C. It is noteworthy that this term becomes significant when u, decreases and the atmos-

pheric flow can be assumed as smooth.

In this context, the near surface wind speed (often at 10 meters) can be diagnostically

calculated according to:

In (5552) = ¥m (572) + ¥ (3)
Utom = Ua Z+2 zZ+2z, 2y
T () () ()

Zo

(2.22)

The near surface wind plays the most significant role in wind-generated waves growth on the
free ocean surface. The wind-generated waves or wind waves are examples of gravity waves on

ocean surface and the most important waves in the spectrum of waves at sea (Sorensen, 2005).

2.2. Development of Wind-Generated Waves

One of the most important dynamical air-sea interactions is the surface wind wave generation
which adjusts aerodynamic drag in surface layer (Stewart, 1974; Janssen, 2004). Surface layer is
governed by high complexity nonlinear physical mechanisms which are resolved by empirical
parameterizations based on the roughness length. However, a more sophisticated approach for
the impact of sea state on aerodynamic drag (examined using roughness length) will be dis-

cussed, starting with the growth processes of surface wind waves.

Wind blowing over the surface of a water body will transfer energy to the water in the
form of a surface current and by generating waves on the water surface (Sorensen, 2005). The

fundamental question is; how does the horizontal wind initiate the formation of waves on an
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initially flat water surface? This process is best explained by a resonance model proposed by
Phillips (1957, 1960). There are turbulent eddies in the wind field that exert a fluctuating pres-
sure on the water surface. Pressure fluctuations vary in magnitude and frequency and they
move forward at a range of speeds. They also cause water surface undulations to develop and
grow (Figure 2.1). The key to their growth is that a resonant interaction occurs between the
forward moving pressure fluctuations and the free waves that propagate at the same speed as

the pressure fluctuations.

direction of wave
propagation

v

O

Figure 2.1: This diagram shows the generation process of wind-waves, it shows how the flow of air causes differential pressures
that steepen the waves. Positive and negative areas of pressure are shown by the plus and minus symbols. The curved arrows
represent the flow of air and fluid. This is known as the Jeffrey's 'sheltering' model of wave generation.

Although the Phillips model explains the initiation of wave motion, it is insufficient to
explain the continued growth of the waves. This growth is best explained by a shear flow model
proposed by Miles (1957). As the wind blows over a forward moving wave a complex air flow
pattern develops over the wave. This involves a secondary air circulation that is set up around
an axis that is parallel to the wave crest, by the wind velocity profile acting over a moving wave
surface profile (Figure 2.2). Below a point on the velocity profile where the wind velocity equals
the wave celerity, air flow is reversed relative to the forward moving wave profile. Above this
point air flow is in the direction of the wave motion. This results in a relative flow circulation in
a vertical plane above the wave surface that causes a pressure distribution on the surface that
is out of phase with the surface displacement. The result is a momentum transfer to the wave

that selectively amplifies the steeper waves (Sorensen, 2005).
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The Miles-Phillips wave formation mechanism

—>'| U,, Mean Wind velocity profile Atmosphere
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Credit: Seung Joon Yang

Figure 2.2: Similar to Figure 2.1 with additional wind profile and shear instability illustration (Seung Joon Yang).

Numerical solution of the air flow momentum balance over growing surface waves have
been presented in a series of studies by Janssen et al. (1984), Janssen (1989) and Janssen
(1991). The main conclusion was that the growth rate of the waves generated by wind depends
on the ratio of friction velocity and phase speed and on a number of additional factors, such as
the atmospheric density stratification, wind gustiness and wave age (Janssen and Komen, 1985;
Voorrips et al., 1995). It is known that stratification effects observed in fetch-limited wave
growth can be partly accounted for by scaling with u, (which is consistent with theoretical re-
sults). The following paragraphs focus on the dependence of wave growth on wave age, and the
related dependence of the aerodynamic drag on the sea state (IFS Documentation, 2013). The
wave age z, is defined as follows:

Za = (2.23)
where ¢, is the wave phase velocity at the peak of the wave spectrum. The equations for the

calculation of ¢, and u, will be presented in next paragraphs.

The wave phase velocity is the speed at which a particular phase of the wave propa-
gates, for example, the speed of propagation of the wave crest (e.g. Stewart, 2008). The wave

phase velocity at the peak of the wave spectrum is defined as follows:

9ip 2mh
= |—= —_— 2.24
Cp \/ o tanh( P ( )
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where 4, is the wavelength at the peak of the spectrum, g is the acceleration of gravity and h is
the water depth. The wave phase velocity is different for shallow and deep water approxima-
tions. Shallow water approximation is valid if the water depth is much less than the wave length
(h < A/11). Deep-water approximation is valid if the water depth is much greater than the

wave length (h > 1/4). The wave phase velocity at the peak of the spectrum for deep water

o = 9% _ 9 (2.25)
p 2 2mf,

where f, is the peak frequency of the wave spectrum. For shallow water approximation, the

approach is defined as follows:

water depth h is significant and thus, the wave phase velocity at the peak of the spectrum is
defined according to the following equation:
¢, =/gh (2.26)

In deep water, the wave phase velocity depends on wave length or wave frequency. Longer
waves travel faster. Thus, deep-water waves are dispersive. In shallow water, the phase speed
is independent of the wave; it depends only on the depth of the water. Shallow-water waves
are non-dispersive. Nevertheless, various empirical formulas are used in order to calculate the
wave phase velocity at the peak of the spectrum in the case of intermediate water approxima-

tion (/11 < h < 1/4) or when there are both shallow and deep waters during a calculation.

A realistic parameterization of the interaction between wind and wave was given by
Janssen (1991), a summary of which is given below. The basic assumption of Janssen (1989,
1991) indicates that even for young wind waves, the wind profile has a logarithmic shape,
though with a roughness length that depends on the wave-induced stress. As shown by Miles
(1957), the growth rate of gravity waves due to wind then only depends on two parameters,

namely

2
_ gK°zy

Uy
X = (?) max(cos(8 — ¢),0) and 2,,, = — (2.27)

*

where x denotes the wave-induced velocity, u, the friction velocity, ¢ the phase speed of the
waves, ¢ the wind direction, 6 the direction in which the waves propagate and k the von Ka-
rman constant. The so-called profile parameter (2,, characterizes the state of the mean air flow
through its dependence on the roughness length z,. Thus, through (2,, the growth rate depends

on the roughness of the air flow, which, in its turn, depends on the sea state. A simple parame-
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terization of the growth rate of the waves follows from a fit of numerical results presented in

Janssen (1991). One finds

% = efx? (2.28)

where y is the growth rate, w the angular frequency, € the air—water density ratio and S the so-
called Miles’ parameter. In terms of the dimensionless critical height © = kz. [with k the
wavenumber and z,. the critical height defined by Uy(z = z.) = c ] the Mile’s parameter be-

comes as extended to any water depth h.

B = 'i—zltan(kh)u In*(u), wu<1 (2.29)

where 8 is a constant. In terms of wave and wind quantities u is given as

U= (%)2 tanh(kh) Q2,, exp (g) , X= (% + Wa) cos(6 — @) (2.30)

where w, = 0.008 is the wave age tuning parameter.

The stress of air flow over sea waves depends on sea state and from a consideration of the

momentum balance of air it is found that the kinematic stress is given as (Janssen, 1991)

2
2 K UZObS
T=pgi? = ul = — (2.31)
Zg

For the air density p, = 1 is assumed because it is much smaller than the water density p,,as

Pa K py or e K 1. The friction velocity is defined as

_ K U(Zobs) ( 2.32 )
* pZebs
Zo

and the roughness length neglecting viscous stress is calculated as

001t Ty
y=- (2.33)

N T

Here z,;,s is the mean height above the waves and t,, is the stress induced by gravity waves

ZO=

(wave stress)

T, = %j S, kdw do (2.34)

where S;, = YN is the term of wind input with N the action density spectrum (see more at Sec-

tion 3.2).

The frequency integral extends to infinity, but in its evaluation only an f~° tail of gravity

waves is included and the higher level of capillary waves is treated as a background small-scale
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roughness (for more details refer to IFS Documentation, 2013). In general, it is noteworthy that
the wave stress points in the wind direction as it is mainly determined by the high-frequency
waves which respond quickly to changes in the wind direction. Equation ( 2.33 ) shows that the
roughness length using a non-dimensional approach, neglecting the impact of the molecular
motions in viscous sublayer on aerodynamic roughness, is given by the Charnock (1955) rela-

tion, as in equation ( 2.21):

=B (2.35)
°T g

2.3. Parameterizations of Atmosphere-Ocean Wave
interactions

As already discussed, in nature, the atmospheric processes in surface layer are inseparable
from ocean wave mechanisms. The near surface atmospheric flow determines the generation
of wind-waves while ocean waves change the aerodynamic roughness. Hence, the encapsula-
tion of ocean waves in surface layer advances the description of dynamical air-sea interaction.
In this context, this section is dedicated to an overview of the theoretical background behind
some of the most advanced parameterization schemes introducing sea state information in sur-

face layer.

As already mentioned, using non-dimensional arguments, Charnock (1955) postulated
that, neglecting molecular motions, roughness length z. is proportional to the square of the
friction velocity (u,), the variable that represents the intensity of the atmospheric turbulent
mixing of momentum associated with surface friction. Charnock’s parameter had a constant
value, often expressed as Charnock coefficient. An advanced description of a not constant di-
mensionless Charnock parameter a was suggested by Janssen (1991). Charnock parameter de-

pends on the sea state through the wave-induced stress since

001
(2.36)

Evidently, whenever t,, becomes of the order of the total stress in the surface layer (this hap-
pens, for example, for young wind sea) a considerable enhancement of the Charnock parame-

ter is found, resulting in an efficient momentum transfer from air to water.
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Besides Janssen’s description of Charnock parameter, there are alternative sea state formula-
tions described in literature employing other wave properties such as wave age, significant
wave height and wave steepness. Smith et al. (1992) introduced an empirical sea surface aero-

dynamic roughness parameterization using wave age, as follows:
0.48

Zq

a=as= (2.37)
On the other hand, Donelan et al. (1990) sought a different approach, using a more gen-

eral wave age dependence. Instead of ( 2.35 ) the roughness length is described as

1\
Zy = HSAI (Z—> ( 2.38 )

a

where Hg = 4,/(n?) is the significant wave height with (n?) the wave variance and A,, B; are
constants. Drennan et al. (2003, 2005) proposed empirical values A; = 3.35 and B; = 3.4
which were found to describe the physical mechanisms adequately. Due to high sensitivity of
wave age to the variability of friction velocity, Taylor and Yelland (2001) suggested an alterna-
tive scaling, independent from wave age, for dimensionless roughness based on wave steep-
ness:

HS 4.5
Zy = 1200HS /,1_ (2.39)
4

where the HS//'lp represents the wave steepness with 1, the wavelength at the peak of the
wave spectrum:
2
P 2TCp (2.40)
g

This representation manages to be free of spurious correlation with friction velocity and is

used for deep water approximation. Liu et al. (2011) obtained a parameterization of sea surface
aerodynamic roughness applicable to both low to moderate and high winds by combining the
Scientific Committee on Oceanic Research (SCOR) relation (Jones and Toba, 2001) with the re-
sistance law of Makin (2005). The parameterization of sea surface aerodynamic roughness is
dependent on wave age and wind-induced wave breaking accompanied by sea spray produc-
tion as shown below:

(0.0852,3/2)""”[0.032, exp(~0.142,)]/?,  ~0.35 < z, < 35

(2.41)
17.601-(1/b) 0,0081/?, Zq = 35

Qf:aL:

where b is the correction parameter indicating the influence of wave breaking and sea spray on

the logarithmic wind profile with
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a
b = min (1,}(") (2.42)

*

and a., = 0.64 m s~ is the critical value of terminal fall velocity of sea spray droplets (Makin,

2005).

Additionally, Kumar et al. (2009) added a rain-induced roughness length to the rough-
ness length produced by wind blowing over sea-surface. According to Kitaigorodskii (1973) and
Houk and Green (1976), surface roughness length due to rain can be expressed in the following
form:

Z, = 0.030,, (2.43)
where, g,, is standard deviation of mean water level obtained through experiments in deter-
mining characteristic surface waves created by raindrops striking the sea surface. Expansion for

o, can be written in the form:

_ g XD (2.44
O-w—ﬂr ng . )

Where, B, ~ 0.01 is a non-dimensional constant, D the drop diameter, v,, is the kinematic vis-
cosity of water, and K the rain kinetic energy flux. The rain kinetic energy flux can be related to
rain intensity I and terminal velocity of rain drop V. as:

1V?
K=—

(2.45)
2

Hence, the surface roughness connecting rain intensity, terminal velocity of raindrop and drop
diameter from equations ( 2.43 ), ( 2.44 ) and ( 2.45 ) can be written in the form:

, 1.5x1074IV2D

2.46
v o ( )
The total roughness length adding the above term along with the equations ( 2.21 ) is expressed

as follows:

au? 0.11y,
Zy = +
9g Uy

+ 7, (2.47)

including the impact of surface waves, smooth surface and rain on the roughness length of sur-

face layer.
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Chapter 3

Components of the New Atmosphere
— Ocean Wave Coupled System
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As already discussed, due to the complexity of the interactions across the air-sea interface,
there is a need for a better understanding and simulation of the factors that contribute to air-
sea interaction mechanisms (Lionello et al., 2003; Chen et al., 2007; Katsafados et al., 2016a).
Indeed, forecasts exhibit reduced skill especially in cases of high-impact metocean events. This
fact may be partly attributed to the limited work on fully coupled atmosphere-ocean wave sim-
ulation systems. Consequently, the development of a two-way fully coupled modeling system
between atmosphere and ocean waves is essential for the analysis of dynamical air-sea interac-
tion, thus, contributing to the evolution of numerical weather prediction models (Varlas et al.,

2017a).

In this chapter the components of the two-way atmosphere-ocean wave coupled sys-
tem, proposed by this thesis, will be presented. The coupled system consists of three compo-

nents (Figure 3.1):

» The Advanced Weather Research Forecasting model (WRF-ARW) coupled to Chemistry
(WRF-Chem) and Hydrology (WRF-Hydro) as atmospheric component which will be re-
ferred as WRF.

=  The Ocean Wave Model WAM.

=  The OASIS3-MCT coupler.

The choice of WRF and WAM modeling systems as atmospheric and ocean wave com-
ponents of the coupled system respectively, was based on their advanced capabilities (e.g.
Korres et al., 2011; Christakos et al., 2014, 2016). More specifically, the atmospheric compo-
nent WRF is a widely used next-generation mesoscale numerical weather prediction (NWP)
model with high scalability (e.g. Michalakes et al., 2008; Koesterke et al., 2009) designed with
software architecture allowing for computational parallelism and system extensibility. WRF is
suitable for a broad spectrum of applications across scales ranging from meters to thousands of
kilometers having a variety of choices for physics and dynamics. This research is based on ver-
sion 3.8 (for WRF version 3 see Skamarock et al., 2008). Advanced packages of atmospheric
chemistry and hydrology can be also embedded in WRF model. WRF-Chem (version 3.8) can be
used in order to resolve chemical processes such as the aerosols physics. Moreover, WRF-Hydro
model (version 3.0) is a modern hydrological model with the capability to resolve soil and hy-
drological processes (Gochis et al., 2015). The ocean wave component is based on the updated

version 4.5.4 of the WAM model (WAMDI, 1988; Komen et al., 1994). WAM has also parallel
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software architecture and offers many choices in order to resolve the ocean wave spectrum.
The coupling of WRF and WAM models is implemented using OASIS3-MCT coupler version 3.0
(Valcke et al., 2015) along with Message Passive Interface (MPI) routines. OASIS3-MCT 3.0,
which will be referred as OASIS3-MCT, is “the-state-of-the-art” of couplers with advanced ca-
pabilities in weather and climate modeling characterized by flexibility, portability and scalability
(Valcke, 2015). The name of the proposed fully coupled system is CHAQS, a synthesis of some

letters of Chemical Hydrological Atmospheric Ocean wave System.

WRF - Hydro WRF - Chem
v3.0 v3.8
WRF - ARW ‘//
v3.8
WRF v3.8
A
|

OASIS3-MCT v3.0

i

WAMv4.5.4

Figure 3.1: The components of the two-way fully coupled system WRF / OASIS3-MCT / WAM (CHAQS).

3.1. The Weather Research and Forecasting Model WRF

The Weather Research and Forecasting (WRF) model is a numerical weather prediction (NWP)
and atmospheric simulation system designed for both research and operational applications
(Skamarock et al., 2008). WRF is supported as a common tool for the university/research and
operational communities to promote closer ties between them and to address the needs of
both. WRF reflects flexible, “state-of-the-art”, portable code that is efficient in computing envi-
ronments ranging from massively-parallel supercomputers to laptops. Its modular, single-

source code can be configured for both research and operational applications. Its spectrum of
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physics and dynamics options reflects the experience and input of the broad scientific commu-

nity.
WRF Software Infrastructure
WRF
Processing » Digital Filter -~
System S Dynamical Post
T % Solver »  Processors
WEE-Var » " (ARW/NMM) Verification
//" Data Assimilation A
Analyses / T I
Forecasts 4 Physics Interface
Observations T WREF - Chem
Physics Filter
Y

WREF - Hydro

Figure 3.2: WRF system components diagram (based on the original diagram, Skamarock et al., 2008).

The principal components of the WRF system are depicted in Figure 3.2. The WRF Soft-
ware Framework (WSF) provides the infrastructure that accommodates the dynamics solvers,
physics packages that interface with the solvers, programs for initialization, WRF-Var, WRF-
Chem and WRF-Hydro. There are two dynamics solvers in the WSF: the Advanced Research
WRF (ARW) solver and the Non-hydrostatic Mesoscale Model (NMM) solver. WRF-Var varia-
tional data assimilation system can ingest a host of observation types in pursuit of optimal ini-
tial conditions, while WRF-Chem provides a capability for air chemistry modeling (Grell et al.,
2005). Additionally, WRF is coupled (offline or online) with the hydrological model WRF-Hydro

to resolve soil and hydrological processes (Gochis et al., 2015).

WREF is maintained and supported as a community model to facilitate wide use interna-
tionally, for research, operations and teaching. It is suitable for a broad span of applications
across scales ranging from large-eddy to global simulations. Such applications include real-time
NWP, data assimilation development and studies, parameterized-physics research, regional
climate simulations, air quality modeling, atmosphere-ocean coupling, and idealized simula-
tions. The number of registered WRF users exceeds 6000, and WRF is in operational and re-

search use around the world.
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The ARW solver is a subset of the WRF modeling system that encompasses physics

schemes, numerics/dynamics options, initialization routines, and the data assimilation package

(WRF-Var). Physics packages are largely shared by both the ARW and NMM solvers, although

specific compatibility varies with the schemes considered. The majority of WRF components,

such as WRF-Var, WRF-Chem and WRF-Hydro, mainly operate with the ARW solver. The major

characteristics of the ARW system (Version 3) are presented in Table 3.1.

Table 3.1: Major Characteristics of WRF-ARW System version 3

ARW Solver

Equations

Fully compressible, Euler non-hydrostatic with a run-time hydrostatic op-
tion available. Conservative for scalar variables.

Prognostic Variables

Velocity components u and v in Cartesian coordinate, vertical velocity w,
perturbation potential temperature, perturbation geopotential, and per-
turbation surface pressure of dry air. Optionally, turbulent kinetic energy
and any number of scalars such as water vapor mixing ratio, rain/snow mix-
ing ratio, cloud water/ice mixing ratio, and chemical species and tracers.

Vertical Coordinate

Terrain-following, dry hydrostatic-pressure with vertical grid stretching
permitted. Top of the model is a constant pressure surface.

Horizontal Grid

Arakawa C-grid staggering

Time Integration

Time-split integration using a 2nd- or 3rd-order Runge-Kutta scheme with
smaller time step for acoustic and gravity-wave modes
Variable time step capability

Spatial Discretization

2nd- to 6th-order advection options in horizontal and vertical

Turbulent Mixing and
Model Filters

Sub-grid scale turbulence formulation in both coordinate and physical
space. Divergence damping, external-mode filtering, vertically implicit
acoustic step off-centering. Explicit filter option.

Initial Conditions

Three dimensional for real-data, and one-, two- and three-dimensional for
idealized data. Digital filtering initialization (DFI) capability available (real-
data cases).

Lateral Boundary
Conditions

Periodic, open, symmetric, and specified options available. ® Top Boundary
Conditions: Gravity wave absorbing (diffusion, Rayleigh damping, or implicit
Rayleigh damping for vertical velocity). Constant pressure level at top
boundary along a material surface. Rigid lid option.

Bottom Boundary
Conditions

Physical or free-slip

Earth’s Rotation

Full Coriolis terms included

Mapping to Sphere

Four map projections are supported for real-data simulation: polar stereo-
graphic, Lambert conformal, Mercator, and latitude-longitude (allowing
rotated pole). Curvature terms included.

One-way interactive, two-way interactive, and moving nests. Multiple levels

Nesting and integer ratios.
Nudging Grid (analysis) and observation nudging capabilities available
Global Grid Global simulation capability using polar Fourier filter and periodic east-west

conditions
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Model Physics

Microphysics

Schemes ranging from simplified physics suitable for idealized studies to
sophisticated mixed-phase physics suitable for process studies and NWP

Cumulus
Parameterizations

Adjustment and mass-flux schemes for mesoscale modeling

Surface Physics

Multi-layer land surface models ranging from a simple thermal model to full
vegetation and soil moisture models, including snow cover and sea ice

Planetary Boundary
Layer Physics

Turbulent kinetic energy prediction or non-local K schemes

Atmospheric
Radiation Physics

Longwave and shortwave schemes with multiple spectral bands and a sim-
ple shortwave scheme suitable for climate and weather applications. Cloud
effects and surface fluxes are included

WRF-Chem

Coupling Mode

Online (or “inline”) model, in which the model is consistent with all con-
servative transport done by the meteorology model.

Dry deposition

Coupled with the soil/vegetation scheme

Agueous Phase Chem-
istry

Coupled to some of the microphysics and aerosol schemes

Biogenic Emissions
Options

- No biogenic emissions

- Online calculation of biogenic emissions

- Online modification of user specified biogenic emissions (e.g., EPA Biogen-
ic Emissions Inventory System (BEIS)).

Anthropogenic
Emissions Options

- No anthropogenic emissions
- User-specified anthropogenic emissions.

Gas-phase Chemical
Reaction Calculations

- RADM2 chemical mechanism
- CBM-Z mechanism
- Additional options through the use of the Kinetic Pre-Processor (KPP).

Photolysis Schemes

- Madronich scheme coupled with hydrometeors, aerosols, and convective
parameterizations;

- Fast-J Photolysis scheme coupled with hydrometeors, aerosols, and con-
vective parameterizations

- FTUV scheme coupled with hydrometeors, aerosols, and convective pa-
rameterizations.

Aerosol Schemes

- The Modal Aerosol Dynamics Model for Europe (MADE/SORGAM);
- Model for Simulating Aerosol Interactions and Chemistry (MOSAIC)
- The GOCART aerosol model (experimental)

WRF-Hydro

Parallelization

The code has also been parallelized for distributed memory, parallel com-
puting applications

Coupling Mode

Online or offline coupling with WRF-ARW. Additionally, it is offline coupled
with other models through meteorological forcing data

Online Coupling
Method

The online coupling between WRF-ARW and WRF-Hydro is based on a cou-
pler including MPI subroutines

Land Soil Models op-
tions

Noah, Noah-MP, CLM, NASA LIS

Routing

Surface overland flow routing, channel routing, subsurface routing,
lake/reservoir routing
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Fully coupled land surface hydrology-regional atmospheric modeling capa-
bility for use in hydrometeorological and hydroclimatological research and
applications

WREF Software Framework

Maintainability Highly modular, single-source code

Prominent Capabili-
ties

Two-level domain decomposition for parallel and shared-memory generali-
ty

- Portable across a range of available computing platforms.

- Efficient execution on a range of computing platforms (distributed and
shared memory, vector and scalar types).

- Support for accelerators (e.g., GPUs).

- Support for multiple dynamics solvers and physics modules.

Versatility - Separation of scientific codes from parallelization and other architecture-
specific issues.

Application Program Interface enabling various external packages to be in-
stalled with WRF, thus allowing WRF to easily support various data formats.
Use of Earth System Modeling Framework (ESMF) and interoperable as an
ESMF component.

Model coupling APl enabling WRF to be coupled with other models such as
ocean, and land models using ESMF, OASIS, MCT, or MCEL.

Decomposition

Portability

Input / Output API

Interoperability

Model coupling API

3.1.1. Vertical Coordinate and Variables

The WRF-ARW model uses a semi-staggered Arakawa
C grid (Skamarock et al., 2008) on which the wind grid
points are not the same as the mass grid points (

Figure 3.3). Additionally, this grid is non-

rectangular as the number of points on x axis is not constant with respect to y axis.

AV \vl \vl \‘/
u 0 U 0 U] 0 u 6 u
W V¥ V¥ V i . Ceri i i
leuUbuUBUBUSUSU Figure 3.3: Ar'akawa C grid staggering for a po'rtlon'ofa
JUEVIRN ISRV SR SV VR SV S parent domain and an embedded nest domain with a
u e Veuveueveuvsuel 6 u 3:1 grid size ratio. The solid lines denote coarse grid cell
A A R A S A S A boundaries, and the dashed lines are the boundaries for
JeUeUe Ve s uel ) . . .
N VIR o L N each fine grid cell. The horizontal components of veloci-
32 V—V—V% V— % T V¥ v
beuvoevelovs el ty (U and V) are defined along the normal cell face, and
B A B e S the thermodynamic variables (8) are defined at the
v 9 veuveuveysusuey 0 Y center of the grid cell (each square). The bold typeface
S A S VAR I VS SR VI S Ve . )
UeUsUsUBsUSUS U variables along the interface between the coarse and
LV VIR INVIES SVI VIS SV BV . the fine grid define the locations where the specified
lateral boundaries for the nest are in effect (Skamarock
U e U e U 6 U e U etal,, 2008).
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35



The WRF-ARW equations are formulated using a terrain-following hydrostatic-pressure

vertical coordinate denoted by 1 and defined as:

n = (Pn—Dpn)/1 where y=pps —pp: (3.1)

where
p,, the hydrostatic component of the pressure,
p,,, the pressure value along the surface boundary,

p,, the pressure value along the top boundary.

The coordinate definition ( 3.1 ), proposed by Laprise (1992), is the traditional o coordinate
used in many hydrostatic atmospheric models. 1 varies from a value of 1 at the surface to 0 at
the upper boundary of the model domain (Figure 3.4). This vertical coordinate is also called a

mass vertical coordinate.

' P\: = constant

Figure 3.4: ARW vertical coordinate i
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Since u(x, y) represents the mass per unit area within the column in the model domain at point

(x,y), the appropriate flux form variables are:

V=ub=UV,W), Q=i 6=ubd (3.2)
where
v = (u, v, w) the covariant velocities in the two horizontal and vertical directions,
w = 1) the contravariant vertical velocity,

6 the potential temperature.

3.1.2. Flux-Form Euler Equations

Using the variables defined above, the flux-form Euler equations which represent the conserva-

tion of mass (continuity), and balance of momentum and energy can be written as:

09U + (V- Vu) — 0, (pey) + 0, (09ps) = Fy (3.3)
0V + (V' ‘7”) - ay(pfpn) + an(p‘py) = Fy (3.4)
W + (V- Vw) — g(3,p — 1) = Fu (3.5)
0.0 + (V-V8) = Fy (3.6)

o+ (V-V)=0 (3.7)

0cp +u~t[(V-Vo)—gw]=0 (3.8)

along with the diagnostic relation for the inverse density:

anq) = —au (3.9)
and the equation of state:
Ry6\Y
p=p (_) (3.10)
0 boa

where
@ = gz the geopotential,
p the pressure,

a = 1/p the specific volume, or the inverse density.

In (3.3)-(3.10), the subscripts x, y and n denote differentiation

—

V-Va=0,(Ua)+ d,(Va) + 8,(Qa) (3.11)

and

<!

Va = Udya +Vaya+ 20,a (3.12)
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where

a represents a generic variable,

y = cp/cv = 1.4 the ratio of the heat capacities for dry air

R, the gas constant for dry air

P, is a reference pressure (typically 10° Pascals) and

Fy, Fy, Fy, and Fy, represent forcing terms arising from model physics, turbulent mixing, spheri-

cal projections, and the earth’s rotation.

The prognostic equations ( 3.3 ) — ( 3.8 ) are cast in conservative form except for ( 3.8 ) which is
the material derivative of the definition of the geopotential. Equation ( 3.8 ) could be cast in
flux form however, there is no advantage in doing so since g is not a conserved quantity. An-
other option would be to use a prognostic pressure equation in place of ( 3.8 ) [Laprise, 1992],
but pressure is not a conserved variable while a pressure equation cannot be used together
with the conservation equation for @ ( 3.6 ) as they are linearly dependent. Additionally, prog-
nostic pressure equations have the disadvantage of possessing a mass divergence term multi-
plied by a large coefficient (proportional to the sound speed) which makes spatial and temporal
discretization problematic. It should be noted that the relation for the hydrostatic balance ( 3.9
) does not represent a constraint on the solution, rather it is a diagnostic relation that formally
is part of the coordinate definition. In the hydrostatic counterpart to the non-hydrostatic equa-
tions, ( 3.9 ) replaces the vertical momentum equation ( 3.5 ) and it becomes a constraint on

the solution.

In order to formulate the moist Euler equations, the coupling of dry air mass to the prognostic
variables and the conservation equation for dry air ( 3.7 ) are retained, as opposed to coupling
the variables to the full (moist) air mass and hence introducing source terms in the mass con-
servation equation ( 3.7 ). Additionally, the coordinate is defined with respect to the dry-air

mass. Based on these principles, the vertical coordinate can be written as:

n:pdh_pdht (3.13)
Ug

where

U, the mass of the dry air in the column,

p 4, the hydrostatic pressure of the dry atmosphere,
P 4, the hydrostatic pressure at the top of the dry atmosphere.
The coupled variables are defined as:
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V=pab, Q=upgi, 0=puy0 (3.14)

Based on these definitions, the moist Euler equations can be written as:

— = a
d:U + (V . Vu) + ugad,p + a—a,,pax(p =Fy (3.15)
d
N a
0.V + (V+Vv) + pnaadyp + —0,pd,0 = Fy (3.16)
d
—_ = a
atW+(V-VW)—g(a—6np—yd)=FW (3.17)
d
depa+(V-V)=0 (3.19)
0. + y‘l[(V- I7<p) —gw]=0 (3.20)
0:Qm + (V-Van) = F,, (3.21)
with the diagnostic equation for the dry inverse density:
Op® = —aglig (3.22)
and the diagnostic relation for the full pressure (vapor plus dry air):
Rdem)y
- (3.23)
P = DPo (Poad

where

aq = 1/p, the inverse density of the dry air,

a=ayz(1+q,+q.+q,+q; +--) ! the inverse density taking into account the full parcel
density,

q. the mixing ratios (mass per mass of dry air) for water vapor, cloud, rain, ice, etc.,
R,
O =06 T+p 0 ~0(1+1.61q,)

Qm = ‘u'dqm’ qm = qv; qcy ql' .

3.2. The Ocean Wave Model (WAM)

The global ocean wave prediction model called WAM was the first 3rd-generation wave model
and it was conceived by the Wave Model Development and Implementation group (WAMDI,
1988). The WAM solves the wave transport equation explicitly without any presumptions on
the shape of the wave spectrum (Gunther et al., 1992). It represents the physics of the wave
evolution in accordance with our knowledge today for the full set of degrees of freedom of a 2d

wave spectrum. In general, the model runs for any given regional or global grid with a pre-
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scribed topographic dataset. The grid resolution can be arbitrary in space and time. The propa-
gation can be done on a latitudinal-longitudinal or on a Cartesian grid. The model outputs the
significant wave height, mean wave direction and frequency, the swell wave height and mean
direction, wind stress fields corrected by including the wave induces stress and the drag coeffi-
cient at each grid point at chosen output times, and also the 2d wave spectrum at chosen grid

points and output times.

Wind
Data

WAM

. . WAM i
Topographic Pre-Processing |, e . NetCDF files 1, PostT
Data Modules Systam Generator Processing
Depth Currents Altimeter
Data Data Ice Data Data

Figure 3.5: WAM system components.

Within the last approximately thirty years, the WAM wave prediction model has become a
standard tool for operational wave prediction as well as for research and engineering applica-
tion. The model is widely distributed and used at about 150 institutions. The code distribution
has created a large user community with a wide range of applications for the model. The avail-
ability of high-speed computers and the increasing demands for wave prediction products have
led to this large user community of the model code. Quality of wave analysis and forecast con-
tinuously improved, mainly due to a much better quality of the forcing wind fields. Only minor
changes have been introduced into the model itself. This is a clear indication, that the approach

taken approximately thirty years ago by the WAMDI (1988) group has been very successful.

Nowadays, WAM Cycle 4.5 (version 4.5.4) is an update of the WAM Cycle 4 wave model, which
is described in Gunther et al. (1992) and Komen et al. (1994). The basic physics and numerics
are kept in this new release. The source function integration scheme made by Hersbach and
Janssen (1999) and the revised wave model dissipation source function of Bidlot et al. (2007)
and Janssen (2008) are incorporated in this version. The other main improvements introduced
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in WAM version 4.5.4 are technical improvements which take into account the new possibilities
of Fortran 90 and parallel programming. Detailed descriptions of its dynamics, physics and tech-
nical characteristics can be found in several studies (e.g. WAMDI, 1988; IFS Documentation,
2013; Komen et al., 1994). Figure 3.5 and Table 3.2 describe WAM version 4.5.4 system compo-
nents, the input data (wind, bathymetry etc), the output data (NetCDF capability) and the mod-

eling capabilities (deep or shallow water approximation, cold or hot start etc).

It is noteworthy that, the WAM model is used at the European Centre for Medium-Range

Weather Forecasts (ECMWF) as the operational wave model. It is tightly coupled to the local

Integrated Forecasting System (IFS Documentation 2013). The theoretical basis of the model

established at the ECMWEF by Janssen (1989, 1991) is described below.

Table 3.2: Major Features of WAM System version 4.5.4

Water approximation

Shallow or deep water approximation

Initialization

Cold or hot start capability

Topographic data

Choice of static or updated bathymetry

Wind input data

Winds at 10 meters above sea surface or surface stresses or friction veloci-
ties

Propagation

Cartesian or spherical propagation

Nesting

Nesting capability calculating the boundary spectra for a fine grid model
run

Shallow water capa-
bilities

Depth refraction and depth induced wave breaking capabilities

Sea-ice

Sea-ice update option

Currents

Currents update and current refraction capability

Data assimilation

Option for assimilation of altimeter data

Time interpolation

Time interpolation of winds, currents, water depth, and ice fields or no time
interpolation

Output

Model output at regular intervals or by list. Printer and/or file output of
individually selected parameters. Output variables. Output sites for spectra

NetCDF

Creation of NetCDF output files for easier post-processing

3.2.1. Basic Transport Equation

Let x; and x, be the spatial coordinates, k; and k, the wave coordinates and let

Z = (xl,xZ,kl,kz) (3.24)
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be their combined four-dimensional vector. The most elegant formulation of the “energy” bal-
ance equation is in terms of the action density spectrum N which is the energy spectrum divid-
ed by the so-called intrinsic frequency . The action density plays the same role as the particle
density in quantum mechanics. Hence there is an analogy between wave groups and particles,
because wave groups with action N have energy oN and momentum kN. Thus, the most fun-
damental form of the transport equation for the action density spectrum N(k, x, t) without the

source term can be written in the flux form

0 d

otV + 5 GN) (3.25)
where Z denotes the propagation velocity of a wave group in the four-dimensional phase space
of x and k. This equation holds for any field z, and also for velocity fields which are not diver-
gence-free in four-dimensional phase space. In the special case when x and Kk represent a ca-
nonical vector pair — this is the case, for example, when they are the usual Cartesian coordi-

nates — the propagation equations for a wave group (also known as the Hamilton—Jacobi prop-

agation equations) are:

0
X; = — () 3.26
h=-"g (3.27)
L axi '
where () denotes the dispersion relation
w=QKkxt)=0c+k-U (3.28)

with o the so-called intrinsic frequency

o =./gktanhkh (3.29)

where the depth h(x,t) and the current U(X,t) may be slowly-varying functions of x and t. The
Hamilton-Jacobi equations have some interesting consequences. First of all, ( 3.26 ) just intro-
duces the group speed 0 /dk; while ( 3.27 ) expresses conservation of the number of wave
crests. Secondly, the transport equation for the action density may be expressed in the advec-

tion form

4y, 59 v (3.30)
ac "ot T%ag T '

because, due to ( 3.26 ) and ( 3.27 ), the field Z for a continuous ensemble of wave groups is

divergence-free in four-dimensional phase space so:
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0

i— =10 3.31
Zl azl ( )

Thus, along a path in four-dimensional phase space defined by the Hamilton—Jacobi equations (
3.26 ) and ( 3.27 ), the action density N is conserved. This property only holds for canonical co-
ordinates for which the flow divergence vanishes (Liouville’s theorem — first applied to wave
spectra by Dorrestein [1960]). Thirdly, the analogy between Hamilton’s formalism of particles
with Hamiltonian H and wave groups obeying the Hamilton—Jacobi equations should be point-
ed out. Indeed, wave groups may be regarded as particles and the Hamiltonian H and angular
frequency (1 play similar roles. Because of this similarity () is expected to be conserved as well
(under the restriction that ) does not depend on time). This can be verified by direct calcula-

tion of the rate of change of () following the path of a wave group in phase space

dn—' an—' an+k
_ZiaZl' _xiaxi

=0 3.32
U (3.32)

—Q
Lok;

The vanishing of dQ)/dt follows at once upon using the HamiltonJacobi equations ( 3.26 ) and (
3.27 ). Note that the restriction of no time dependence of ( is essential for the validity of ( 3.32
), just as the Hamiltonian H is only conserved when it does not depend on time t. The property

(3.32) will play an important role in the description of refraction.

Moving on to the spherical coordinates, when one transforms from one set of coordi-
nates to another there is no guarantee that the flow remains divergence-free. However, noting
that (2.2) holds for any rectangular coordinate system, the generalization of the standard Car-
tesian geometry transport equation to spherical geometry is straightforward (Groves and Mel-
cer [1961]; WAMDI Group [1988]). To that end let us consider the spectral action density
N(w, 8, p, A, t) with respect to angular frequency w and direction 8 (measured clockwise rela-
tive to true north) as a function of latitude ¢ and longitude A. The reason for the choice of fre-
guency as the independent variable is that for a fixed topography and current the frequency ()
is conserved when following a wave group; therefore, the transport equation is simplified. In
general, the conservation equation for N -the action balance equation- thus reads

%N+%(¢N)+%(ZN)+%(@N)+%(GN)=0 (3.33)
and since @ = dQ)/dt the term involving the derivative with respect to w drops out in the case
of time-independent current and bottom. The action density N is related to the normal spectral
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density N with respect to a local Cartesian frame (x,y) through Ndwdf8dgdA = Ndwdfdxdy,
or
N = NR?cos ¢ (3.34)

where R is the radius of the earth. Substitution of ( 3.34 ) into ( 3.33 ) yields

aN+( )‘16(‘ N)+a(/i1v)+a('1v)+a(9‘1v)—o (3.35)
e T NOSP) G, P oSO 9w 2" T 39 - '

If ¢, the magnitude of the group velocity

@ = (c; 0860 — Ulporn)R™* (3.36)
A= (cysin6 — Uleast) (R cos @)™ (3.37)
0 =cysinftan R™* + (kxk)k 2 (3.38)

a0
D= — 3.39
b == ( )

represent the rates of change of the position and propagation direction of a wave packet. Equa-
tion ( 3.35) is the basic transport equation used in the numerical wave prediction model. The
remainder of this section is devoted to a discussion of some of the properties of this equation.
There are some peculiarities presented for the infinite depth case in the absence of currents as

well as the special cases of shoaling and refraction due to bottom topography and currents.

3.2.2. Properties of the Basic Transport Equation

» Great circle propagation on the globe

Equations (3.36) - (3.39) imply that in spherical coordinates the flow is not divergence-free.
Considering the case of no depth refraction and no explicit time dependence, the divergence of

the flow becomes:

0 o+ 21+ 0 5+ 24 ftans 0 (3.40)
a(p(ﬂ Py aww PY: —CgCOS anR .

This expression is non-zero because the wave direction, measured with respect to true north,
changes while the wave group propagates over the globe along a great circle. Consequently,

wave groups propagate along a great circle. This type of refraction is therefore entirely appar-

ent and only related to the choice of coordinate system.
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= Shoaling

Moving on to the finite depth effects in the absence of currents by considering some simple to-
pographies, in case of wave shoaling where the wave propagation is parallel to the direction of
the depth, gradient depth refraction does not contribute to the rate of change of wave direc-
tion 8 because, with (3.29), kxk = 0. Additionally, the wave direction 8 is considered equal to
zero so that the longitude is constant (1 = 0) and 6 = 0. For time-independent topography
(hence Q1 /0t = 0) the transport equation becomes

0 0
—N 1—(¢ N) = 3.41
5% + (cos @) 30 (¢pcospN) =0 ( )

where
Cg COS o Cq
R R

and the group speed only depends on latitude ¢. Restricting the attention to steady waves the

¢ = (3.42)

conservation of the action density flux in the latitude direction is

Cg COS @
R

If, in addition, it is assumed that the variation of depth with latitude occurs on a much shorter

N = const (3.43)

scale than the variation of cos ¢ the latter term may be taken constant for present purposes. It

is then found that the action density is inversely proportional to the group speed ¢, so

N~ (3.44)
Cg )

and if the depth is decreasing for increasing latitude, conservation of flux requires an increase
of the action density as the group speed decreases for decreasing depth. This phenomenon,
which occurs in coastal areas, is called shoaling. Its most dramatic consequences may be seen
when tidal waves, generated by earthquakes, approach the coast resulting in tsunamis. It
should be emphasized though, that in the final stages of a tsunami the kinetic description of

waves, as presented here, breaks down because of strong nonlinearity.

= Refraction

The second example of finite depth effects that examined is refraction. It is again assumed that
there are no currents and a time-independent topography. In the steady state the action bal-

ance equation becomes:
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where
6, ( ean COS@E)Q)(kR)1 (3.46)
sin 20 T .

In principle, ( 3.45 ) can be solved by means of the method of characteristics. The details of this
are not given, but the role of the 8, term for the simple case of waves propagating along the
shore is pointed out. Consider, therefore, waves propagating in a northerly direction (hence
6 = 0) parallel to the coast. Suppose that the depth only depends on longitude such that it de-
creases towards the shore. Since 0Q)/01 < 0, the rate of change of wave direction is then posi-

tive as:

. 1 9]
Op=—————=0>0 3.47
0 k Rcosqpdl ( )
Therefore, waves which are propagating initially parallel to the coast will turn towards the
coast. This illustrates that, in general, wave rays will bend towards shallower water resulting in,

for example, focusing phenomena and caustics. In this way a sea mountain plays a similar role

for gravity waves as a lens for light waves.

= Action balance equation in spherical coordinates

A global, third generation wave model solves the action balance equation in spherical coordi-

nates. By combining previous results of this section, the action balance equation becomes:

d
B_N + (cos @)~ 1—(q) cos @N) + (AN) + —(wN) + (HN) S (3.48)
where
@ = (c; 080 — Ulporen) R (3.49)
A= (cysin 60 — Uleast) (R cos @)™ (3.50)
0 =cysinftang R~ + 6 (3.51)
a0
) = — 3.52
W == ( )
6 ( 620 Cosgan)(kR)l (3.53)
p = [sin 30 509 .

and Q is the dispersion relation given in ( 3.28 ). The parameterization of the source term S is
given by:
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S = Sin + Snl + SdS + Sbot ( 3.54 )

These terms represent the physics of wind input (S;;,), wave-wave interactions (S,,;), dissipation

due to white-capping (S;5), and bottom friction (Sp¢)-

3.3. OASIS3-MCT Coupler

The exchange of information between large software packages running on parallel computers
requires efficient management of the communications between them. Consequently, a coupler
which distributes the tasks to the thousands of processors is crucial for the execution of the
computations and the organization of the communication between the models (Boumediene
and Valcke, 2015). OASIS3-MCT coupler is “the-state-of-the-art” of couplers with advanced ca-
pabilities in weather and climate modeling. In 1991, Centre Européen de Recherche et de For-
mation Avancée en Calcul Scientifique (CERFACS) started the development of a software inter-
face to couple existing ocean and atmosphere numerical General Circulation Models (Valcke et
al., 2015). The first objective was to couple the ocean General Circulation Model OPA devel-
oped by the Laboratoire d’Oceanographie Dynamique et de Climatologie (LODYC) to two differ-
ent atmospheric General Circulation Models, ARPEGE and LMDz developed by Meteo-France

and the Laboratoire de Meteorologie Dynamique (LMD), respectively (Valcke et al., 2013).

The initial period of investigation led to the conclusion that the technical coupling be-
tween the oceanic and atmospheric models should take the form of an external coupler, i.e., a
coupling library linked to the components, exchanging the coupling data with a separate appli-
cation performing the regridding of the coupling fields. This approach ensured a minimal level
of changes to the existing codes while focusing on modularity and portability. As the coupling
was, at this stage, involving only a relatively small number of 2-D coupling fields at the air-sea

interface, efficiency was not considered a major criterion.

Today, different versions of OASIS coupler with advanced capabilities are used by about
45 modeling groups all around the world on different computing platforms (Valcke et al., 2013;
Valcke et al.,, 2015). OASIS sustained development is ensured by a collaboration between
CERFACS and the Centre National de la Recherche Scientifique (CNRS). The latest version of
OASIS, OASIS3-MCT, is interfaced with MCT, the Model Coupling Toolkit2 (Jacob et al., 2005;
Larson et al., 2005), developed by the Argonne National Laboratory in the USA and allows a

completely parallel exchange of fields and interpolation. MCT implements fully parallel regrid-
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ding, as a parallel matrix vector multiplication, and parallel distributed exchanges of the cou-
pling fields, based on pre-computed regridding weights and addresses. Its design philosophy,
based on flexibility and minimal invasiveness, is close to the OASIS approach. MCT has proven
parallel performance and is, most notably, the underlying coupling software used in National

Center for Atmospheric Research Community Earth System Model (NCAR CESM).

OASIS3-MCT is a portable set of Fortran 77, Fortran 90 and C routines. Low-
intrusiveness, portability and flexibility are OASIS3-MCT key design concepts. After compilation,
OASIS3-MCT is a coupling library to be linked to the component models supporting the interpo-
lation and the exchange of the coupling fields. OASIS3-MCT supports coupling of 2D logically
rectangular fields but 3D fields and 1D fields expressed on unstructured grids are also support-
ed using one-dimensional degeneration of the structures. All transformations, including regrid-
ding, are performed in parallel on the set of source or target component processes and all cou-
pling exchanges are now executed in parallel directly between the component processes via

Message Passing Interface (MPI1). OASIS3-MCT also supports file 1/O using NetCDF.

The latest version, OASIS3-MCT 3.0, which is employed for the purposes of this thesis,
supports coupling exchanges between components deployed in much more diverse configura-
tions than before. It is of course possible to implement coupling exchanges between two com-
ponents corresponding to two different executables running concurrently on separate sets of
tasks, as in the previous versions, but also between two components running concurrently on
separate sets of tasks within one same executable, or between different sub-components de-
fined on separate or overlapping sets of tasks within one executable. Additionally, the coupler
offers the option to have some or all tasks of a component not participating to the coupling ex-

changes.

In order to create an interface between a model and OASIS3-MCT, the first stage is to
link the libraries of the coupler (psmile, scrip, mct) to the model using the routines specific to
each step of the coupling. Figure 3.6 shows a high level illustration of the coupling between two

models with OASIS3-MCT.
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between models

Internal model
communication

Model 1 Model 2
Model 1 Interface with Interface with Model 2
OASIS3-MCT OASIS3-MCT

Figure 3.6: lllustration of a coupling system consisted of 2 models through OASIS3-MCT (reconstruction of the original
[Boumediene and Valcke, 2015]).

Afterwards, in order for each component (model) to be able to interact with the rest of
the coupled system, a number of OASIS3-MCT calls must be implemented in the code of the

component:

1. Initialization: During this stage, the coupling environment is initialized, creating a local

communicator which links the processes participating in the coupling.

2. Definition of the files containing the longitudes, latitudes and the mask of the grid: There
is the option to choose between generating the grid data files during run time using

OASIS3-MCT routines and using data created beforehand by the user.

3. Definition of the partitioning: The coupling fields sent or received by a model are usually
scattered to the different processes of the model. Using OASIS3-MCT, all processes that ex-
change coupling data have to declare their local partition in a global grid indexing space.
The user has the option to use any of the 5 available partitioning methods: Serial (no parti-

tion), Apple partition, Box partition, Orange partition, Points partition.
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Definition of coupling fields: Each model process must declare the fields sent or received

during the simulation.

End of the definition phase: Establishment of the communication schemes between the
model processes and generation of the necessary output files (regridding, masks etc.) from
the previous steps is performed at this stage, as well as an overall synchronization between

all the processes before starting the data exchange.

Data exchange: In the temporal loop of the model, each process sends and/or receives its

share of the coupled fields.

Finalization: All processes must call the specific routine to ensure a normal termination of

the coupling.



Chapter 4

Development Stages of the New
Atmosphere — Ocean Wave Coupled
System
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4.1. Design and Implementation of the System

4.1.1. Design of the system

WRF and WAM models utilize different domain projections, integration time step, grid geome-
try, and cell size. Therefore, in order to enable the two models to operate in two-way coupled
mode, major effort has been undertaken in order to homogenize, synchronize and handle the

data exchange between the atmospheric and the ocean wave components of the system.

The implementation of the coupled system CHAOS was essentially consisted of three parts as

shown in Figure 4.1. In more detail:

Implementation

Compilation of model Integration of
interfaces with new dynamical
= OASIS3-MCT OASIS3-MCT air-sea
= WAM interaction
= WRF * WAM schemes

= WRF

Figure 4.1: The workflow for the implementation of the two-way fully coupled system WRF / OASIS3-MCT / WAM (CHAQS)

1. Compilation of OASIS3-MCT, WRF and WAM
The first step was the compilation of OASIS3-MCT coupler which produces the respective librar-
ies and object files. Afterwards, WRF and WAM models were compiled including the libraries

and object files of OASIS3-MCT.

2. Implementation of the interfaces between WAM and OASIS3-MCT as well as WRF and
OASIS3-MCT

The next stage of the coupling was the development of the WAM-0OASIS3-MCT interface which
enables WAM to exchange information with OASIS3-MCT. The details of this implementation

stages are presented in the Appendix.
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WREF receives the Charnock parameter, the wave age, the significant wave height, the
phase velocity at the peak of wave spectrum, the friction velocity and the roughness length cal-
culated by WAM. On the other hand, WAM receives the U and V components of wind at 10 me-
ters produced by WRF. Figure 4.2 illustrates the information exchanges taking place through

OASIS3-MCT.

Restart File Restart File

Charnock Coefficient
Wave Age
Significant Wave Height
Phase Velocity
Friction Velocity
Roughness Length

U component of wind
at 10 meters

V component of wind
at 10 meters

Im'tialilzation Initialilzation
WAM WRF

U component of wind at
Charnock Coefficient P

10 meters
Wave Age
Significant Wave Height V component of wind at
Phase Velocity 10 meters
Friction Velocity
Roughness Length OASIS3-
M CT Charnock Coefficient
Wave Age
U component of wind at Significant Wave Height
10 meters Phase Velocity

Friction Velocity

V component of wind at Roughness Length

10 meters

Figure 4.2: lllustration of the fields exchanged between WRF and WAM in CHAOS.

4.1.2. Integration of air-ocean wave parameterization schemes
in CHAOS surface layer

In Section 2.3 the theoretical background of a modified surface layer including some of
the most advanced parameterizations schemes of dynamical air-sea interaction used by numer-
ical models was discussed. At this stage of the implementation, the parameterization schemes
were embedded into CHAOS to refine the simulation and analysis of the air-sea interaction. In
the following paragraphs, the implementation stages of the most important parameterization

schemes which are used in this thesis will be presented. In particular, the parameterizations

53



schemes proposed by Donelan (1990), Drennan et al. (2003, 2005), and Taylor and Yelland
(2001) will not presented, although CHAOS incorporates them. During the initial assessment,
these schemes exhibited the worst performance among the others and, thus, they are not fur-

ther investigated.

The parameterization schemes are introduced in WRF, in order to estimate the rough-
ness length (z,) based on equation ( 2.21)

au? 0.11y,
Zg = +
g u

using the sea state information calculated by WAM. It should be noted that, even though
CHAOS supports the exchange of roughness length z, and friction velocity u, calculated by
WAM to WREF, the coupling configuration using Charnock parameter a is preferable. The calcu-
lation of roughness length z, and friction velocity u, in WRF includes more realistic representa-
tion of the physical mechanisms of viscous sublayer and atmospheric stability which are not re-
solved in the respective calculation in WAM. The details of the integration of each approach are
presented below employing WRF friction velocity u, and calculating Charnock parameter a us-

ing the sea state information retrieved by WAM.

=  Janssen’s Scheme (1991)

The description of the dimensionless Charnock parameter a suggested by Janssen (1991) is
not constant and depends on the sea state through the wave-induced stress (7,,) and the total

stress (T) over the air-sea interface:

The Charnock parameter a was not being calculated in WAM and, thus, the above calculation
was incorporated into WAM. The resulting Charrnock parameter «a is sent to WRF as part of the

coupling process.

=  Smith’s Scheme (1992)

Smith et al. (1992) suggested an alternative, empirical formulation for the Charnock pa-

rameter using wave age (z,):
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As the calculation wave age is not part of the original WAM configuration, it is introduced using

the formulations described in Section 2.3 [equations ( 2.23 ), ( 2.25)].
*  Liu’s Scheme (2011)

Liu et al. (2011) proposed a parameterization of sea surface roughness dependent on wave
age and wind-induced wave breaking accompanied by sea spray production, yielding a modified

formula for the Charnock parameter:

(0.0852,3/2) " /?[0.032, exp(=0.142,)]"/%,  ~0.35 < z, < 35

a=a, =
17.601~-(1/0) 0,0081/?, Zq = 35

where the correction parameter b is calculated as

0.64 )

b = mi (1,
M- 044,

=  Rain-Wave Interaction Scheme (Kumar et al., 2009)

Kumar et al. (2009) added a rain-induced factor to the roughness length produced by wind
blowing over sea surface. The surface roughness connecting rain intensity, terminal velocity of
raindrop and drop diameter from equations ( 2.43 ), ( 2.44 ) and ( 2.45 ) is calculated by:

1.5x10*1V,2D
Z J—

- IV

-
The total roughness length in WRF adding the above term along with the equations ( 2.21 ) is
expressed as:

B au? 0.11y,

Zy =
g U

+ 7,

including the impact of surface waves, smooth surface and rain on the aerodynamic roughness
of surface layer. The term au?/g is calculated using any of the abovementioned parameteriza-
tions. In the current version of CHAQOS precipitation rate calculated by the atmospheric compo-
nent is used as rain intensity I while predefined values are used for terminal velocity of
raindrop V,. and raindrop diameter D. The precipitation rate is different for shallow and deep
convection as well as for stratiform conditions. For deep and shallow convection, terminal ve-
locity of raindrop and raindrop diameter are set equal to 5 m st and 1 mm respectively where-
as for stratiform precipitation the corresponding values are V. =3 ms™' and D = 0.5 mm
(Salles and Creutin, 2003; Tokay et al., 2008; Niu et al., 2010). The kinematic viscosity of water
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was set equal to 1.051x107° which corresponds to a mean water temperature equal to 20 K as
proposed by Partanen et al. (2014) using the parameterization of Shargawy et al. (2010) with
constant water salinity of 35 g kg™*. An overview of the computations in CHAOS’s surface layer

parameterization schemes described above is illustrated in Figure 4.3.

WRF WAM
_ gA 2mh
_ ) (0.0852,3/2)"""[0.032, exp(—0.142,)]/?, ~0.35 < z, < 35 6= |50 tanh (/1_
a = T p
17.601-(1/b) 0,008/7, 24 =35 )
—_— 2z, =
u,
0.48 u = Uzzzbs
Qe = obs
S Za ll'l Zo
l (o]
1.5 x 10~*IV2D a=aq, A
S e T=mr
’ = = S *
CL au? . 0.11v, e IS LSS : 0.01
Zyg=——+ — _ a; =
0 g u, r a= a] — _— Ty g
S 1-—= Tw:—fSinkdw de
Z;=0 a=as €
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Figure 4.3: Illustration of equations resolved in CHAOS to represent dynamical air-sea interaction.

4.2. Configuration over the Mediterranean and Black Sea

CHAOS has been configured on a domain covering the Mediterranean Sea and the Black Sea in
order to carry out the sensitivity tests under extreme wind and sea state conditions (Figure 4.4).
The atmospheric component has a horizontal resolution of 10km x 10km with 488x242 C-grid
points, time step of 60sec (1 min) and 38 vertical levels stretching from surface to 50 mb. Grid-
ded analysis data from the European Centre for Medium-Range Weather Forecasts (ECMWF) in
horizontal resolution of 0.5°x0.5° and time increment of 6 hours were used for the creation of
initial and boundary conditions of the atmospheric component. Moreover, ECMWF Sea Surface

Temperature (SST) analyses were used for SST update every 6 hours during the simulations. The
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Global Multi-resolution Terrain Elevation Data (30-arc-sec USGS GMTED 2010; Danielson and
Gesch, 2011), the vegetation data MODIS FPAR (Myneni et al., 2002) and the land-use data 21-
class IGBP MODIS (Friedl et al., 2011) were used as static input data in the preprocessing stage
of WRF model.

CHAOS domains and topography (m)
| | |

45°N

40°N

35°N

30°N

| 1
0° 10°E 20°E 30°E 40°E

0 10 25 50 75 125 200 350 500 750 1000 1250 1500 1750 2000

Figure 4.4: Domain configurations of WRF and WAM (black line) models of CHAOS and topography (m) distribution used by
WREF are depicted.

The grid of the wave model for the Mediterranean and Black seas covers the geograph-
ical area 8° W - 42° E and 29° N - 48° N as shown in Figure 4.4 (black line) using a resolution of
0.1°x0.1° with 501x191 regular lat-lon points. WAM has propagation time step of 75 sec and
source time step 600 sec (10 min). Moreover, WAM uses 24 directional bins (15° directional
resolution) and 25 frequency bins (ranging from 0.042 to 0.411 Hz) to represent the wave spec-
tra distribution. The initialization of WAM was based on the “hot start” approach in order to
use realistic initial wave spectrum. The initial wave spectrum was computed by a preprocessing
CHAOS simulation for a time period of one day before the initial time of each case study. The
initialization of WAM is based on the “hot start” approach in order to obtain a realistic initial
wave spectrum. The initial wave spectrum has been computed based on a prior CHAOS simula-
tion (initialized with “cold start”) of a one-day time period. The bathymetric map has been con-
structed from Etopol data (Amante and Eakins, 2009; 1 min Gridded Global Relief Data) using

bi-linear interpolation and some degree of smoothing (Figure 4.5). Local corrections have been
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introduced in shallow areas of Mediterranean and Black Sea basins. Additionally, a shallow wa-
ter approximation with depth refraction and depth induced wave breaking (Battjes and
Janssen, 1978) was employed due to the complex bathymetry of the Mediterranean and Black
Seas. The shallow water approximation includes the wave energy loss due to bottom friction
and percolation and it is preferred for high resolution simulations (e.g. Monbaliu et al., 2000;
Korres et al., 2011). Furthermore, as proposed by Katsafados et al. (2016), the Gibraltar, the
Dardanelles and the Bosporus straits are considered to be closed boundaries; thus, no wave

energy is advected through these channels.

WAM bathymetry (m)
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Figure 4.5: Bathymetry (m) distribution used by WAM model is illustrated. The bathymetric map has been constructed from
Etopol data (Amante and Eakins, 2009; 1 min Gridded Global Relief Data (Etopol); National Geophysical Data Center, NOAA —
National Oceanic and Atmospheric Administration)

As far as the parameterizations of atmospheric mechanisms are concerned, the default
schemes were retained for the majority of options in the configuration of CHAQOS. These
schemes are widely used and well known for offering very realistic representation of atmos-
pheric processes. In this thesis CHAOS run as a standalone atmosphere-ocean wave coupled
system without its additional options for simulating atmospheric chemistry and hydrology as
well. The revised Monin-Obukhov scheme (Jimenez et al., 2012) is employed to simulate the
processes in the surface layer, involving a number of modifications to encapsulate sea state in-
formation. The surface layer scheme is the major focus of this thesis as, among other atmos-
pheric processes, it resolves the dynamical exchange of the air-sea momentum and heat fluxes.
It is noteworthy that the dynamical air-sea interaction schemes described in Section 2.3 were

integrated into that parameterization scheme for the atmospheric processes over water.
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For the simulation of Planetary Boundary Layer (PBL) processes the Yonsei University
scheme (Hong et al., 2006; YSU) is used. The ground processes are simulated using the unified
land surface model (Tewari et al., 2004; Unified NOAH). In order to resolve the long-wave and
short-wave radiation processes the RRTM (Mlawer et al., 1997) and the Dudhia (1989) schemes
are employed, respectively. In order to simulate the microphysics, the more sophisticated
Thompson scheme (Thompson et al., 2008) was preferred rather than the default WRF Single-
moment 3-class scheme (Hong et al., 2004; WSM 3-class). Moreover, the Kain-Fritsch scheme

(Kain, 2004) is employed so as to represent the convective processes.

The different projections of the two components yield a mismatch between the two
domains. Thus, a constant Charnock parameter a ,,s; = 0.0185 was implemented for the sea
grid points of the atmospheric domain (near its western boundary), which were outside the
WAM model domain. A smoothing filter was also applied over the transition zone in order to
eliminate artificial-generated waves. Moreover, the initial input sea state parameters in WRF
were calculated by the preprocessing 1-day WAM simulation for getting more realistic initial
sea state conditions. Each component of CHAOS maintained its own time step. Thus, the cou-
pling procedure exchanges data on the source time step of WAM model, every 600 sec. As the
time step of the atmospheric model was 60 sec, the exchange took place every 10 time steps of
the atmospheric model. Every hour, CHAOS stored its unified outputs (including atmospheric
and ocean wave fields) on both the native semi-staggered Arakawa C and spherical latitude-
longitude grids. Moreover, the MPI topology of the system was configured according to scala-
bility tests (Figure 4.6). Out of the configurations depicted, the one using 75 and 5 CPUs for at-
mospheric and ocean wave components respectively was found to be the most efficient.
CHAOQS presents very good performance with respect to the execution time, due to the limited
time overhead compared to standalone WRF simulations. For convenience, the coupling pa-
rameterization schemes and parameters can be adjusted using namelist files, without recompi-
lation of CHAOS. The configuration of the system and the main parameterization schemes used
are summarized in

Table 4.1.
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Figure 4.6: CHAOS scalability on High Performance Computer (HPC) ARIS. The test simulations were performed for the case
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study 4-11 January, 2012 (7 days).

Table 4.1: Configuration of CHAOS

CHAOS Atmospheric Component Ocean Wave Component
WRF-ARW, WRF-Chem V3.8 and .

Model WRE-Hydro V3.0 WAM Version 4.5.4

Coupler OASIS3-MCT Version 3.0

Integration Domain

Mediterranean Sea, Europe, Black Sea

Grid

Arakawa semi-staggered C-grid

Spherical latitude-longitude grid

Horizontal grid
Increment

10km x 10km

0.1°x0.1°

Spectral resolution

24 directional bins (15° directional
resolution), 25 frequency bins (rang-
ing from 0.042 to 0.411 Hz)

Vertical coordinate

Terrain-following hydrostatic pres-
sure 7 coordinate

Vertical levels

38

Time steps

60s

Propagation time step: 75 s
Source time step: 600 s

Initial & boundary

ECMWEF, 0.5°x0.5°

Conditions 17 isobaric levels Hot start
6h update of boundary conditions

SST ECMWEF SST update every 6 hours —

Exchange rate 600 s

Surface layer

Revised Monin-Obukhov
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PBL YSU -
Microphysics Thompson —
Cumulus Kain-Fritsch -
Land surface Unified NOAH -

Radiation

RRTM and Dudhia schemes

Chemistry options

Disabled

E?:fc')ed OWRE 1 pisabled -

Topography 30-arc-second USGS GMTED2010 —

Vegetation MODIS FPAR -

Land-use 21-class IGBP MODIS -

Bathymetry - ETOPO1

Water Shallow water approximation with

- depth refraction and wave breaking

approximation
PP due to depth change near shore

75 CPUs 5 CPUs

MPI topology

Finally, two configuration modes have been applied to perform the simulations:

= Two-way coupling (CPL_JANSSEN or CPL): Both the atmospheric and ocean-wave component

use information produced by employing Janssen’s parameterization scheme for the estima-
tion of Charnock parameter as described in Section 4.1.2.

* QOne-way coupling (control, CTRL): Only the ocean-wave component uses information pro-

duced by the atmospheric component. The Charnock parameter in the atmospheric compo-
nent remains constant and equal to 0.0185 throughout the simulation (Section 4.1.2). The
results of this simulation mode are going to be used as a reference for the sensitivity tests

and the statistical evaluation of the two-way coupling mode.

4.3. Evaluation Methodology

In order to evaluate the results of CHAOS and test the system for its consistency and perfor-
mance, a statistical software tool was developed. The performance of the two-way coupling
mode (CPL) is statistically evaluated over the sea and land against its performance in the one-
way coupling mode (CTRL). The meteorological variables considered in the evaluation are: the
near surface wind speed, the significant wave height, the near surface temperature, the mean
sea level pressure (MSLP) and the accumulated precipitation. The evaluation is based on the

point-to-point comparison with remote sensed and in situ observations for characteristic cases
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of atmospheric and sea state development significance. The performance of CHAOS for the se-
lected cases will be assessed using the network of 48 available buoys in the Mediterranean Sea

as reference (excluding buoys of Gibraltar Strait) as depicted in Figure 4.7.

The system is also evaluated against remote sensed data retrieved from satellites Jason
1, Jason 2 and Jason 3 (Figure 4.8). Additionally, the sensitivity of the system will be assessed
over the land at the positions of almost 1000 surface meteorological stations across Europe,

Middle East and Northern Africa (Figure 4.9).
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Figure 4.7: Spatial distribution of Mediterranean buoys applied for the evaluation of the system. Data were made available

from ISPRA for MyWave project Subtask 3.3.2 and from MyOcean/MyOQOcean2/Copernicus projects (ftp://medinsitu.hcmr.gr/)
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Figure 4.8: Trajectories of satellite retrievals used for the evaluation of the system. The altimeter data were produced and dis-
tributed by Aviso (http://www.aviso.altimetry.fr/), as part of the Ssalto ground processing segment.

62


http://www.aviso.altimetry.fr/

Land surface stlations

B e CETAE Y P —
1 *_%\ . 5 | 5] -"":'.\ ' *"'frz;
45N — ?‘.GM. R ‘/‘;__d 3 AR 1
N 55 gy N
J SRR e { | Al '-..\ .
e e
- . - - . " - 3 . -
Bl S PR A A
B o X —_w/_f ‘_'_._{\r"'-_"h_f""‘-:’r:'w/-—' - .
35N ] .\_,,_._\,_:._f‘.{{ . e ' . 3 A
'./ GE : . '.ﬁ\_ .
| - . _-’—'_"‘—-\ M‘L [
T . \_*"‘J 1“‘“—“/‘*—*‘?“"‘/}9
— : - . -
30N | | - SR |
0 20E 40E

Figure 4.9: Spatial distribution of the land surface stations applied for the evaluation of the system. Data source: ECMWEF-GTS
network.

The data processing and the statistical evaluation are based on the NCAR Command
Language (NCL, 2016). The software developed (on NCL) includes modules for the post-
processing of the system outputs in NetCDF format and a new statistical package. In the decod-
ing procedure, the NetCDF data are initially converted to intermediate ASCIlI format which are
then employed for the estimation of statistical indices for both continuous and discrete varia-
bles. The use of intermediate ASCII files enables efficient evaluation while at the same time
simplifies debugging. The software has been developed in a modular and effective way; it is
flexible and easy to configure under various environments and platforms. During the final stage
of the process, the scores are visualized in form of spatial maps, X-Y plots, scatter plots, and

Taylor diagrams (Taylor, 2001).

Taylor diagrams have been employed to visualize the overall performance of CHAOS.
Taylor diagrams (Taylor, 2001) provide a way of graphically summarizing how closely a pattern
(or a set of patterns) matches observations. The similarity between two patterns is quantified in
terms of their correlation, their centered root mean square difference (or error) and the ampli-
tude of their variations (represented by their standard deviations). The standard deviation
(STD) of the simulated pattern is proportional to the radial distance from the origin. Additional-
ly, the centered root mean square (RMS) difference between the simulated and observed pat-
terns is proportional to the distance to the point on the x-axis identified as "observed". In this
thesis, the Pearson correlation coefficients, the normalized STD and the normalized RMS differ-
ences are illustrated on Taylor diagrams. For the normalization of the values produced by the

simulations, the STD and the RMS differences of the observational data were used.
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The evaluation methodology is based on the point-to-point hourly comparison between
model-generated variables and the observations (Papadopoulos and Katsafados, 2009). The
gridded outputs are interpolated at each buoy location using the nearest-neighbor interpola-
tion scheme, taking care of whether the nearest source point is a sea masked grid point. This
way, thousands of pairs of model outputs and observations were produced for both the one-
way and two-way coupling modes. The evaluation procedure is based on the estimation of tra-
ditional verification scores such as the standard mean error (bias), and the root mean square
error (RMSE) for continuous predictants (wind speed and the significant wave height). Also,
mean value (mean), standard deviation (STD) and Scatter Index (Sl) are also calculated for both
model and observed values. Supplementary scores are also the Pearson correlation coefficient
and the coefficient of determination (R?). The formulas of the evaluation indices for N meas-
urements, where M; and O; are the model-estimated and the observed values respectively

(Wilks, 2011), are shown below:

N
2.0 (4.1)
MeanObs= HN '

2M; (4.2)

MeanMod = =
N

(4.3)

(4.4)

(4.5)

(4.6)
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> (0, -0)(M,; — M)

i=1

Pearson=— —— = (4.7)
So-or [Sou -y
Z(Mi _Oi)2
R2 =1_ 1%

. (4.8)
1/Z(Oi _6)2

(4.9)

The software also includes an advanced quality control package in order to filter erroneous
measurements, based on checking the physical range of each parameter being verified, the al-
lowable rate of change in time and the stationarity. An overall evaluation of the system was al-
so performed over the land against a number of land surface observations obtained from the
GTS network (Figure 4.9). The extracted scores are the standard mean error (Bias) and the root
mean square error (RMSE) for the basic continuous predictants (wind speed, temperature and
mean sea level pressure). The verification scores used for the discrete variable (accumulated
precipitation) are based on the contingency table approach (Wilks, 2011). As shown in Table
4.2, the contingency table is a two-dimensional matrix where each element counts the number
of occurrences in which the observations and the model forecasts exceeded or failed to reach a

certain threshold for a given forecast period.

Table 4.2: Contingency table.

Event Observed

Event Forecast

Marginal Total
Yes A B A+B
No C D C+D
Marginal Total A+C B+D A+B+C+D=N

The table elements are defined as:

A : model forecast and observation exceeded the threshold;
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: model forecast exceeded the threshold but observation not;
: model forecast did not reach the threshold but observation exceeded it;

: model forecast and observation did not reach the threshold.

2 0O 6 w

: total number of observations being verified

Considering the above elements, the forecast skill can be measured by evaluating the
bias score (BIAS) and the equitable threat score (ETS), using pairs of 6-hour simulated and
measured precipitation values and 6 predefined precipitation thresholds (0.5, 2, 4, 8, 16, and 24

mm). Thus, the bias score is defined as

BlAS = A+ B (4.10)
A+C
while the ET score defined as
ers- A°F (4.11)
A+B+C-E
and E is defined by
E:FXO:(A+B)X(A+C) (4.12)

N N
The introduction of the E term (Mesinger, 1996) is an enhancement to the normal threat score
(as defined in Wilks, 2011); since it reduces it by excluding the number of randomly forecast
“hits”. To measure the magnitude of the difference between model forecast and observed pre-
cipitation the root mean square error (RMSE) was also calculated as follows (Colle et al., 2000;

Mass et al., 2002):

N

2.(MP, —OR)*

. 4.13
RMSE = |2 )

where MP; and OP; are the model-estimated and the observed precipitation, respectively, and
the N is the total number of observations at a specific location reaching or exceeding a certain

threshold amount.

Combining these statistical criteria, a comprehensive evaluation of system performance
is attempted. Computing the bias and the equitable threat scores, a measurement of the model
accuracy on the frequency of occurrences at or above a certain precipitation threshold amount
can be revealed (Papadopoulos et al., 2005). Consequently, at given thresholds, the bias score

may yield a systematic overestimation (when BIAS > 1) or underestimation (when BIAS < 1), and
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the ET score may present poor forecasts (when ETS = 0) or perfect forecasts (when ETS = 1). For
example, a greater ETS will represent a significant model improvement only if it is accompanied

by a BIAS value close to 1 and a low RMSE.
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Chapter 5

Sensitivity Tests on the Modeling of
Atmosphere — Ocean Wave
Interactions
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Upon completion of the development phase of the coupled system, CHAQOS can be applied to
resolve the atmosphere-ocean wave interactions. For this purpose, four extreme weather and
sea state events were selected. For this purpose, four extreme weather and sea state events
were selected. Additionally, continuous simulations over a period of one year were executed in
order to examine the overall long-term performance of the system. At this stage, the focus of
the study is on the Mediterranean and the Black Sea. The main case study examined is the fol-

lowing:

= Case Study A: 4-8 March 2015

The results and research findings of the main case study are also investigated in case studies:

= Case Study B: 21-25 March 2016
= Case Study C: 9-13 December 2010

= Case Study D: 4-11 January 2012

The impact of atmosphere-ocean wave interaction in operational mode is approached through

a set of long-term simulations:

= Long-term Study: 1 December 2013 — 30 November 2014

The above case studies will be first analyzed in terms of the synoptic conditions. After-
wards, the results of CHAQOS simulations will be presented, both in two-way and one-way cou-
pling mode. To conclude, the performance of CHAOS will be statistically evaluated using the
methodology described in Section 4.3. The outputs from the two simulation modes (see Section
4.2), one-way coupling (CTRL) and two-way coupling using the Janssen parameterization (CPL),
have been statistically evaluated based on the point-to-point hourly comparison between mod-
el-generated variables and the available Mediterranean buoys measurements. Moreover, the
results have been statistically evaluated against satellite retrievals and land surface measure-
ments. A summary of the most important statistical scores is available in Tables
Table 5.1-
Table 5.4 at the end of the Chapter.
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5.1. Case Study A: 4-8 March, 2015

5.1.1. Synoptic Analysis

The impact of the two-way coupling on atmosphere and waves is assessed in an extreme
weather event that occurred over the central Mediterranean Sea in March 2015. The case study
of 4-8 March 2015 has been selected due to the severity of the prevailing atmospheric and sea
state conditions. Figure 5.1 (a-b) shows that during 5-6 March 2015, a barometric low accom-
panied by increased pressure gradients and fronts was generated over Italy. The barometric
system was supported by the upper-level atmospheric conditions. Figure 5.1 (c-d) presents a
cut-off upper-level trough which gradually penetrated in the core of the barometric low over
the Ligurian and the Tyrrhenian Seas. The cold upper-level air entrainment in combination with
the positive vorticity advection increased the instability of the cyclone driving to its deepening
and intensification. The cyclonic system provoked gale-force winds and high sea state condi-

tions more prominent over the central Mediterranean Sea.

(b)

MSL P (hPa) and Geop height (gpm) at 500hPa MSL Pressure (hPa) and Geopotential height (gpm) at 500hPa

05 Mar 2015 at 00 UTC
=N

&=

ECMWF analysis 06 Mar 2015 at 00 UTC
& 4 ‘ & ~_]
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(c) (d)

Figure 5.1: Surface pressure analysis map (hPa) for (a) 5 March at 00:00 UTC and (b) 6 March at 00:00 UTC, 2015. The maps
derived from UK Met office surface analyses archive. Mean Sea Level Pressure (contours in hPa) and geopotential height at 500
hPa (colored shaded in gpm) for (c) 5 March at 00:00 UTC and (d) 6 March at 00:00 UTC, 2015. Data are based on ECMWF
operational analyses.
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The performance of the two-way coupled simulation is compared against the one-way coupling
mode that run for the same period. Figure 5.2 (a-d) presents the horizontal distributions of the
wind speed at 10 m and the significant wave height (SWH) obtained from the two experiments
during the development phase of the cyclone, on 5 March 2015 at 15:00 UTC. Compared
against one-way coupling mode, CPL experiment decreases wind speed and SWH approximately
up to 12% and 20% respectively (Figure 5.2e and f). This is attributed to the rougher sea surface

in two-way coupling mode, which attenuates the atmospheric flow and, consequently, the

5.1.2. Simulation Results and Statistical Evaluation

wind-generated waves (Janssen, 2004).

Figure 5.2: Horizontal distribution of wind speed (m s-1) and direction by (a) CTRL and (b) CPL experiments. Horizontal distribu-
tion of significant wave height (m) and direction by (c) CTRL and (d) CPL experiments. Horizontal distribution of (e) wind speed
(m s-1) and (f) significant wave height (m) differences between CPL and CTRL experiments. Figures (a-f) refer to 5 March 2015
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The maximum negative differences are collocated with the wind speed and SWH maxi-
ma over Tyrrhenian and Adriatic Seas. Other studies, including those of Jenkins et al. (2012),
Veiga and Queiroz (2015) and Wabhle et al. (2017), indicate that the sea surface roughness ap-
parently increases over areas where waves are rapidly-generated with low wave ages. Wave
age is equal to Cp/u* ratio, where C, is the wave phase speed at the peak spectral frequency.
Janssen (2004) proposed that wave stress is determined by the medium to high-frequency grav-
ity waves. These waves are usually characterized by inverse wave age ranging from 0.1 to 1 (or
wave age from 10 to 1). As depicted in Figure 5.3 (a-d), Tyrrhenian and Adriatic Seas are cov-
ered by younger, wind-generated waves which are characterized by higher Charnock values,
higher friction velocities and, consequently, increased roughness length. The dependence of
sea surface roughness on the inverse wave age observed in the simulation results is consistent
with previous theoretical and experimental studies (Smith, 1988; Janssen, 1991; Donelan et al.,

1993; Oost et al., 2002; Drennan et al., 2003).

A few spots of wind speed rise (Figure 5.2e) may be attributed to the existence of old
waves (swell) which result to decrease of the sea surface roughness (Figure 5.3e). The modified
sea surface roughness can also alter the track of the cyclone and causes local wind speed dif-
ferences. Indeed, Figure 5.3f shows that CPL results in slightly higher MSLP minimum and a shift
of the center of the low pressure system approximately 50 km eastward compared to CTRL run.
This shift causes local wind speed differences. Despite the higher sea surface roughness, CPL
simulates a more rapid eastward movement of the cyclone This may be attributed to the fact
that the air-sea interaction processes are nonlinear and the final track of the system is depend-
ent on its thermodynamic equilibrium. Simulations of a hurricane by Lee and Chen (2012) re-
sulted analogous unexpected behavior for the system track. Nevertheless, CPL delays the east-
ward movement of the cyclone compared with CTRL at some different times. This uncertain
behavior indicates that such shift may be attributed to the fact that the atmosphere-ocean
wave interaction processes are nonlinear and the final shift of the system is influenced by the
variations of the upper-level controlling dynamical and thermodynamic factors. Additionally,
the temporary increase in the wind speed, as simulated by the CPL experiment, is not accom-
panied by a synchronized increase of the SWH because the winds are still too weak to generate
new waves. Therefore, the weaker mean sea state enforces the negative differences over the
areas with increased winds. One of the advantages of the newly developed two-way coupled

system can be demonstrated by the large values of Charnock parameter and roughness length
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over south Aegean Sea, despite the fact that the friction velocity is still characterized by low-
moderate values (~0.5 m s). This situation is associated with the presence of young waves that
increase Charnock parameter and, consequently, roughness length; a coherence that cannot be

resolved in the atmospheric model of the CTRL experiment.

Attention should be also paid in Charnock parameter and roughness length which are
increased over south Aegean Sea despite the fact that friction velocity is characterized by low-
moderate values (~0.5 m s?). This may be associated with the presence of young waves that

increase Charnock parameter and, consequently, roughness length.
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Figure 5.3: Horizontal distribution of CPL (a) Charnock parameter, (b) wave age, (c) friction velocity (m s), (d) roughness length
(104 m), (e) roughness length (104 m) differences between CPL and CTRL experiments. (f) MSLP (hPa) minima for CTRL (black
dot) and CPL (red dot) experiments. Figures (a-f) refer to 5 March 2015 at 15:00 UTC.

The young ocean waves modulate the momentum and enthalpy fluxes at the air-sea in-

terface (Doyle, 1995; Doyle et al., 2002). Figure 5.4 (a-b) demonstrates the spatial agreement of
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the surface fluxes with the sea surface roughness parameters. The mechanism that adjusts the
surface fluxes is initiated from the wind momentum which is transferred to the sea surface and
generates the wind induced waves while sensible and latent heat are then released from the
sea to the atmospheric surface layer. Figure 5.4 (c-d) shows that, CPL experiment increases the
surface momentum and enthalpy fluxes over rougher areas where young waves are generated.
The surface fluxes alteration confirms previous studies for tropical and extratropical cyclones
over the United States (e.g. Bao et al., 2000; Desjardins et al., 2000). Nevertheless, the finer
resolution of CHAOS experiments supports to a more detailed representation of spatiotemporal
surface fluxes variability over the closed Mediterranean Sea characterized by complex shores.
Additionally, areas of slightly reduced surface fluxes appear in the CPL compared to CTRL exper-
iment which is attributed to the decrease of the sea surface roughness over areas with old

waves and to the displacement of the barometric low, as it was mentioned before.
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Figure 5.4: Horizontal distribution (a) surface momentum flux (N m-2) and (b) surface enthalpy flux (W m-2). Horizontal distribu-
tion of surface (c) momentum flux (N m-2) and (d) enthalpy flux (W m-2) differences between CPL and CTRL experiments. Figures
(a-d) refer to 5 March 2015 at 15:00 UTC.

Figure 5.5 (a-b) illustrates the dependence of the roughness length and the Charnock
parameter to the friction velocity for the Mediterranean and Black Seas during the period 4-8
March 2015. In general, CPL increases roughness length, Charnock parameter and friction ve-
locity. Roughness length is increased in calm conditions due to the molecular motions which are
dominant during the initial development of the viscous sublayer (Smith, 1988). For friction ve-

locities up to 0.1 m s roughness length is decreased while sea surface is transitioning from an
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aerodynamically smooth to an aerodynamically rougher condition, as also reported by Katsafa-
dos et al. (2016a). In CPL experiment, Charnock parameter is diagnostically calculated by WAM
and is not constant as in CTRL experiment (0.0185). This reveals the potential of the CPL simula-
tion to determine roughness length for rougher sea state regimes. Indeed, Charnock reaches its
peak for friction velocities approximately equal to 0.4 m s which in turn causes a local peak of
the roughness length. This may be attributed to the development of the young waves, which
increase the sea surface roughness without a consequential increase of friction velocity, as also
observed for 5 March at 15:00 UTC (Figure 5.3). In fully developed conditions, Charnock param-
eter tends to become saturated and this is an indication that the sea surface roughness is not
characterized by constant increase rate offering a slight positive forcing to the flow under high
wind conditions. Although this mechanism is described in Donelan et al. (2004), WAM model
does not resolve processes such as flow separation or wave breaking under high wind condi-
tions. The behavior of Charnock parameter at high friction velocities may be attributed to the

rapidly-developed waves which are unable to carry the full stress (Bidlot, 2012).

Figure 5.5 (c-e) demonstrates the dependence of surface momentum, enthalpy and
moisture fluxes to the wind speed at 10 m height. CPL increases the surface momentum flux
from the atmosphere to the waves up to 100% for wind speed exceeding 5 m s™*. This indicates
the momentum flux response to the simulated rougher sea surface conditions. This regime
causes momentum loss in the form of kinetic energy from the MABL to the waves. On the other
hand, CPL increases the surface enthalpy and moisture fluxes from the sea surface to the at-
mosphere up to 30% for wind speed exceeding 15 m s, feeding with excess of thermal energy
and moisture the MABL. Figure 5.5f shows that the CPL simulation is characterized by higher
ratio C/C, (for these coefficients see more in Section 2.1), between the dimensionless bulk
transfer coefficients for enthalpy (Cx) and momentum (Cq or drag coefficient), under calm condi-
tions and, in general, lower ratio C,/C, for wind speeds exceeding 5 m s. These ratio values
are comparable with measurements obtained in hurricane conditions (Black et al., 2007; Dren-

nan et al. 2007; French et al. 2007; Zhang et al., 2008; Andreas, 2011; Bell et al., 2012).
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Figure 5.5: (a) Roughness length (m) and (b) Charnock parameter dependence on the friction velocity (m s?). The black line
stands for the constant Charnock (0.0185) in CPL simulation. Surface (c) momentum flux (N m2), (d) enthalpy flux (W m2) and
(e) moisture flux (g m2 s1) dependence on the wind speed (m s) at 10 m. (f) Dependence of ratio between the dimensionless
bulk transfer coefficients for enthalpy (Cx) and momentum (C4) to the wind speed (m s'1) at 10 m. Figures (a-f) refer to the time
period from 4 March at 00:00 UTC to 8 March at 00:00 UTC, 2015. CTRL and CPL results are shown in black and red colors, re-
spectively.
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The decrease of the ratio in moderate and high wind speeds by CPL indicates that the
energy loss due to sea surface stress exceeds any enthalpy gain. Emanuel (1995) proposed that
the structure and the intensity of hurricanes are dependent on this ratio. Despite the fact that
our case study refers to a mid-latitude cyclone in the Mediterranean Sea, this ratio was used to
get a perspective insight into the energy balance of the cyclonic system. Thus, CPL is expected
to simulate a weaker-shallower barometric system characterized by lower energy content due
to the competition between the wave-induced stress and the surface heat fluxes. In this con-
text, Doyle (1995) showed that the roughness effects of ocean waves can decrease the mean

kinetic energy up to 3-8% throughout the middle and upper-troposphere.

Indeed, Figure 5.6 (a-b) depicts a shallower (up to 1 hPa) barometric low over Italy on 5
March 2015, at 15:00 UTC. Such systematic trend is also evidenced for the whole simulation
period with local maxima up to 2 hPa. Similar results have been also drawn by Wahle et al.
(2017). However, Doyle (2002) in a case study of a tropical cyclone found its MSLP response in
the range of 8 hPa deeper to 3 hPa shallower. This is an indication that the intrinsic air-sea pro-
cesses are dominated by complex nonlinear interactions making difficult to draw distinct and
pronounced conclusions. Figure 5.6 (a-c) shows that the two-way coupling affects the precipita-
tion pattern as well. Indeed, the spatial distribution of the precipitation is modified due to the
system displacement and the overall amount of precipitation is also reduced by 5% in CPL simu-
lation. Despite the fact of the near surface atmospheric response, the air-sea momentum and
energy exchange affects the MABL and the lower-to-mid troposphere as well. Figure 5.6 (d-e)
shows that the enhanced sea surface roughness as it was simulated by CPL affects MABL height
over the area of the cyclone. This is aligned with previous results found in literature (Sullivan et
al., 2008; Lee and Chen, 2012; Rutgersson et al.,, 2012). As proposed by Katsafados et al.
(2016a), the increased sea surface roughness develops a more turbulent and deeper MABL
shallowing the cyclone. In this context, CPL deepens MABL over sea surface roughness peaks
simulating weaker cyclone as confirmed by the findings for MSLP. The upper-level trough is also
affected due to its dependence of geopotential height on the MSLP and it is accompanied with
a decrease of temperature at 500 hPa over the areas where the geopotential height increases
(Figure 5.6f, g and h). Thus, the sea surface roughness seems to produce a shallower cyclonic
structure in a deeper and more turbulent MABL. The issue that arises at this point is to deter-

mine the vertical scale over which the sea surface roughness affects the troposphere.
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Figure 5.6: Horizontal distribution of (a) 3-hour accumulated precipitation (mm) and MSLP (hpa), (b) MSLP (hPa) and (c) 3-hour
accumulated precipitation (mm) differences between CPL and CTRL experiments, (d) MABL height (m), (e) MABL height (m)
differences between CPL and CTRL experiments, (f) temperature (°C) and geopotential height (gpm) at 500 hPa, (g) geopotential
height (gpm) at 500 hPa and (h) temperature (°C) at 500 hPa differences between CPL and CTRL experiments. Figs. (a-h) refer to
5 March 2015 at 15:00 UTC.

Figure 5.7 shows that the vertical response of the temperature, horizontal and vertical
wind speed, humidity and water vapor mixing ratio is enclosed over the cyclonic system and it
is not spread to remote areas or over land. In general, the thermodynamic characteristics of the
cyclone are mainly affected at the stage of development and they are horizontally and vertically

propagated with the evolution of the system. In that manner, CPL increases the relative humidi-
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ty and the water vapor mixing ratio up to 7 km while the responses on the wind speed, the ver-

tical velocity and the temperature can be detected up to the tropopause.
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Figure 5.7: (a) Terrain height (m). Vertical cross section area is illustrated by red line. Vertical cross section of (b) wind speed (m

s1), (c) vertical velocity (m s1), (d) water vapor mixing ratio (g kg), (e) relative humidity (%) and (f) temperature (°C) differ-
ences between CPL and CTRL experiments. Figures (a-f) refer to 5 March 2015 at 15:00 UTC.

The modification of humidity amount and vertical advection could lead in variations of
cloud density. Additionally, the vertical extension of the cyclone and possibly its overshooting
top could be affected in the two-way coupled simulations as a feedback caused by the varia-

tions of updrafts. However, such feedback mechanisms are characterized by increased hetero-
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geneity as they are mainly modulated by complex and nonlinear processes. It is, thus, difficult
to draw pronounced conclusions regarding any systematic effect of the sea surface roughness

on the vertical atmospheric structure.

Compared against buoys observations both experiments overestimate wind speed (Figure
5.8a). This is owed to the fact that WRF model tends to overestimate the near surface wind
speed (Shimada and Ohsawa, 2011; Jimenez et al., 2012), more prominent for low intensities.
This is mainly attributed to the surface layer scheme and the estimation of wind speed at the
lower level of the atmospheric model in PBL. CPL improves the root mean square error (RMSE)
more than 3% and decreases the bias error about 9%. The results are characterized by high con-
fidence level (>95%). Additionally, CPL improves the correlation coefficient (Pearson), the scat-
ter index (Sl) and the coefficient of determination (R?) up to 5%. The overall improvement in
the wind speed field appears to have a strong impact on the SWH estimations due to the atten-
uation of wind-generated waves. This is in agreement with previous findings in the literature
(Doyle et al., 2002; Katsafados et al., 2016a; Wahle et al., 2017). Particularly, CPL (with respect
to the CTRL experiment) shows reduced bias error (~¥32%) and RMSE (~6%) and less but still dis-
tinctive improvements in the STD, R? and S| (Figure 5.8b). Figure 5.8 (c-d) indicates that two-
way coupling offers further improvement to the results against remotely sensed data. Indeed,
for CPL, the relative improvement versus the CTRL experiment for the wind speed (e.g., 5% re-
duction in the RMSE and 20% in the bias error) is higher than the respective improvement
found when the verification performed against the buoy observations. For SWH, the relative
improvements are even larger, 20% reduction in the RMSE and 60% reduction in the bias error.
A reasonable explanation for such a boost in performance is that remotely sensed data encap-
sulate offshore areas where CPL resolves rougher sea state conditions and consequently more
prominent wind and wave differences than at the near shore buoys. Moreover, the satellite re-
trievals incorporate the average spatial distribution of the wind speed and the SWH as the sim-
ulations do instead of the buoy point measurements. Figure 5.8e illustrates an overall Taylor
diagram (see more in Section 4.3 and at Taylor, 2001) for wind speed and SWH against buoys
observations and satellite retrievals. The diagram shows that CPL run is characterized by lower
STD and RMSE as well as by slightly better correlation compared with CTRL run. Thus, two-way
coupling offers statistical improvements over the sea as it was also reported by the relevant
literature (e.g. Lionello et al., 2003; Renault et al., 2012; Katsafados et al., 2016a; Wahle et al.,

2017).
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Figure 5.9: Scatter plot for (a) wind speed (m s1), (b) MSLP (hPa) and (c) temperature (°C) over the land. Y-axis represents the
model-estimated values and X-axis the buoys observations. (d) BIAS (e) RMSE and (f) ETS for specific 6-hour precipitation (mm)
thresholds. The numbers above each tick mark denote the sample for the corresponding threshold value. Figures (a-f) refer to
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and red colors, respectively.
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This thesis aims to resolve air-ocean wave interactions improving the forecast skill over
the sea conserving it over the land. It is noteworthy that two-way coupling not only conserve
the performance over the land but it offers improvements. Both simulations overestimate wind
speed and underestimate temperature and MSLP. The statistical scores reflect the intrinsic
forecast skill of WRF and they are in agreement with previous studies regarding WRF model
performance (e.g. Katsafados et al., 2011; Shimada and Ohsawa, 2011). Despite the fact that,
CPL improves RMSE up to 1% for wind speed, MSLP, temperature and precipitation (Figure
5.9a-c). Two-way coupling decreases the overestimation of 6-hour accumulated precipitation in
medium thresholds while preserving RMSE and even slightly improving ETS in low thresholds

(Figure 5.9d-f).

It is noteworthy that there is a lack of references in literature for the two-way coupling
statistical improvements over the land. The improvements over the land resulted by two-way
coupling mode of CHAOS may be attributed to the impact of ocean waves on the tropospheric
processes which determine the evolution, the intensity and the trajectory of the cyclonic sys-
tem. The impact of two-way coupling over the sea is characterized by teleconnection effects on
atmospheric flow and stability up to middle to upper-tropospheric levels, modifying the dynam-

ical and thermodynamic mechanisms of PBL and cloud microphysics even over the land.

5.2. Additional Case Studies
5.2.1. Case Study B: 21-25 March, 2016

On 21 March, 2016, a deep barometric low system was formed over ltalian Peninsula. The sys-
tem was accompanied with cold and warm fronts and passed gradually over Italy and Greece
(Figure 5.10a, b). The system was supported by an extended trough moving south from central
Europe (Figure 5.10a, b) causing gale force winds, high waves and torrential rainfall at many
areas. It is noteworthy that this system affected the entire Mediterranean Sea and spread over

a wide part of the Black Sea.
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Figure 5.10: Surface pressure analysis map (hPa) for (a) 23 March at 00:00 UTC and (b) 24 March at 00:00 UTC, 2016. The maps
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This case is characterized by rapid intensification of wind and wave fields mainly over the cen-
tral Mediterranean Sea and the Aegean Sea. Figure 5.11 (a-d) shows that CPL experiment gen-
erally decreases wind speed and SWH with differences exceeding 1 m s and 0.5 m, respective-
ly. The impact of two-way coupling is more prominent over local maxima as in the previous
case study. As illustrated in Figure 5.11 (e-f), CPL increases Charnock parameter and momen-
tum transfer from the atmosphere to the sea over the areas where young waves are dominat-
ed. CPL builds a deeper MABL over these areas, as definitely observed over the Aegean Sea
(Figure 5.11g, h). Additionally, two-way coupling affects the dynamical and thermodynamic

structure of the troposphere, as in the previous case study.
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Figure 5.11: Horizontal distribution of (a) CPL wind speed (m s) and direction, (b) wind speed (m s?) differences between CPL
and CTRL, (c) CPL significant wave height (m) and direction, (d) significant wave height (m) differences between CPL and CTRL,
(e) CPL Charnock parameter, (f) surface momentum flux (N m-2) differences between CPL and CTRL, (g) CPL MABL height (m)
and (h) MABL height (m) differences between CPL and CTRL. Figures (a-h) refer to 23 March 2016 at 15:00 UTC.

An in depth analysis reveals a rather heterogeneous distribution of the statistical scores
among the buoys. Indeed, some buoys records confirmed noticeable improvements for the en-
tire statistical scores. For instance, substantial RMSE reduction (30%) of the SWH is evidenced
by the buoy 61196 records at Balearic Sea (Figure 5.12a, c¢). On the other hand, the forecast skill
is decreased at buoy 61198 over Gibraltar Sea. Both coupling modes reveal underestimation of

wind speed and SWH (Figure 5.12b, d). This is attributed to the inefficiency of the system to
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represent the atmospheric and wave conditions near the coastline under narrow fetch condi-

tions. Nevertheless, two-way coupling even at these conditions offers small improvements.
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Figure 5.12: Location of Mediterranean buoys (a) 61196 and (b) 61198. Time series of wind speed (m s) and SWH (m) based on
the observations of Mediterranean buoy (c) 61196 and (d) 61198 (gray), CTRL (black) and CPL (red) simulations. The black ar-

rows represent wind and SWH directions, measured by the buoy. On the right, the results of statistical evaluation through the
calculation of statistical indices are illustrated. Time period from 21 March at 00:00 UTC to 25 March at 00:00 UTC, 2016.

Overall, Figure 5.13a shows that the two-way coupled simulation (with respect to the
one-way coupled simulation) reduces the RMSE (~3%) and the bias error, improving the R2
(~15%) and the SI (~4%) against buoys observations. On the other hand, CTRL yields slightly bet-
ter correlation coefficient than the two-way coupling mode. As far as SWH is concerned, CPL
reduces the RMSE (~12%) and improves the Sl (~¥11%), as shown in Figure 5.13b. Moreover, CPL
reduces bias error while the correlation coefficient is equal for both simulations. The results are

characterized by high confidence level (>95%).
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Compared against satellite retrievals, the two-way coupled simulation offers reduction
of approximately 5% to RMSE, decreasing bias error. Additionally, it improves the SI (~2.5%),
the R? (~11%) and the Pearson coefficient (~1%) [Figure 5.13c]. The SWH is overestimated by
both simulations (Figure 5.13d). Nevertheless, the two-way coupled simulation is characterized
by lower bias error. Moreover, CPL reduces RMSE (10%) improving R? (~8%) and SI (~¥11%). It is

also increases the correlation as it is shown in the Taylor diagram (Figure 5.13e).

5.2.2. Case Study C: 4-11 January, 2012

The weather incident of 4-11 January, 2012, has been selected due to the severity of the pre-
vailed atmospheric conditions characterized by an explosive cyclogenesis in Ligurian Sea (Varlas
et al., 2014; 2015). In more details, on 5 January 2012 a barometric low formed over the cyclo-

genetic area of the Ligurian Sea.

It was mainly triggered by a widespread upper-level trough extending from Central Europe to
the Mediterranean Sea (Figure 5.14a). The upper-level trough rapidly intensified the system
and supported its southeastern movement (Figure 5.14b). Figure 5.14 (c-d) shows that the sys-
tem moved on 6 January towards the Eastern Mediterranean Sea, where the pressure dropped
more than 24X sing/sin60° hPa in 24 h, classifying the event as explosive cyclogenesis (Sand-
ers and Gyakum, 1980). During 6 and 7 January, the strong pressure gradient provoked gale
force winds and significant storm surge over a vast area including Central Mediterranean Sea,
Aegean Sea and Black Sea. It is noteworthy that the buoys at the Ligurian and Balearic Seas rec-

orded wind speeds exceeding 20 m s and significant wave height over 5 m.

In general, CPL experiment decreases wind speed and SWH mainly over the areas of
maxima, as also observed in the previous case studies (Figure 5.15a-d). This reduction of wind
speed and SWH is attributed to young wave generation since two-way coupling includes the
effects of the resolved wave spectrum on the drag coefficient and its feedback on the momen-
tum flux (Janssen, 1991). Figure 5.15 (e-h) demonstrates that such a feedback affects cyclogen-

esis, shallowing the surface barometric low (~1 hPa) and the upper-level trough (~ 4-7 gpm).
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Figure 5.14: Mean Sea Level Pressure (contours in hPa) and geopotential height at 500 hPa (colored shaded in gpm) for (a) 5
January at 12:00 UTC and (b) 6 January at 12:00 UTC, 2012. Data are based on ECMWF operational analyses. Surface pressure
analysis map (hPa) for (c) 5 January at 12:00 UTC and (d) 6 January at 12:00 UTC, 2012. The maps derived from UK Met office
surface analyses archive.

As far as the comparison against buoys observations is concerned, Figure 5.16a shows
that CPL (with respect to the CTRL experiment) reduces the RMSE (~3%) improving the R? (~6%)
and the Sl (~4%). Additionally, CPL reduces the bias error. Correlation coefficient Pearson is al-
most equal for both simulations. Moreover, CPL improves the statistical indices up to 6% for
SWH (Figure 5.16b) presenting a slight underestimation as opposed to the overestimation of
CTRL. This difference gets more significant as the wave height increases. This may be attributed
to the dependence of two-way coupling impact on wind and wave intensity. Compared against
satellite retrievals, CPL offers reduces the RMSE (2%) and the bias error. Additionally, it im-
proves Sl (~3%) and R? (~3%) while maintaining the Pearson coefficient (Figure 5.16c). The SWH
is overestimated by CTRL run and underestimated by CPL run (Figure 5.16d). Furthermore, CPL
reduces RMSE (~5%) and improves Sl (~¥6%). The results are characterized by high confidence
level (>95%). Summarizing, Taylor diagram indicates that two-way coupled simulation reduces
RMSE and increases correlation, offering also improvements in standard deviation (Figure

5.16e).
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Figure 5.15: Horizontal distribution of (a) CPL wind speed (m s) and direction, (b) wind speed (m s?) differences between CPL
and CTRL, (c) CPL significant wave height (m) and direction, (d) significant wave height (m) differences between CPL and CTRL,
(e) CPL MSLP (hPa) and 3hr accumulated precipitation, (f) MSLP (hPa) differences between CPL and CTRL, (g) CPL geopotential
height (gpm) and temperature (°C) at 500 hPa and (h) geopotential height (gpm) differences between CPL and CTRL. Figures (a-
h) refer to 6 January 2012 at 18:00 UTC.
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5.2.3. Case Study D: 9-13 December, 2010

On 9 December, 2010, a barometric low system accompanied by fronts passed over Italy
(Figure 5.17a). Moving on to the next days, the system deepened and provoked gale force
winds over the Adriatic Sea, the Aegean Sea and the Black Sea due to the meridional invasion of

an upper-level trough from central Europe (Figure 5.17b-d).

MSL Pi (hPa) and Geop height (gpm) at 500hPa
ECMWF analysis ) 09 Dec 2010 at 12 UTC

5150 5200 5250 5300 5350 5400 5450 5500 5550 5600 5650 5700 5750 5800 5850 5150 5200 5250 5300 5350 5400 5450 5500 5550 5600 5650 5700 5750 5800 5850

(c) (d)

Figure 5.17: Surface pressure analysis map (hPa) for (a) 9 December at 12:00 UTC and (b) 11 December at 12:00 UTC, 2010. The
maps derived from UK Met office surface analyses archive. Mean Sea Level Pressure (contours in hPa) and geopotential height
at 500 hPa (colored shaded in gpm) for (c) 9 December at 12:00 UTC and (d) 11 December at 12:00 UTC, 2010. Data are based
on ECMWF operational analyses.

The main characteristic of this case study is the spatial variability of wind and wave fields as the
extreme phenomena were mainly located over a limited area (eastern Mediterranean Sea). The
most remarkable observation to emerge from the Figure 5.18 (a-f) is that, CPL experiment de-
creases wind speed and SWH over the eastern Mediterranean and the Black Seas decaying the

upper-level trough (~ 3-6 gpm) at 500 hPa.
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Figure 5.18: Horizontal distribution of (a) CPL wind speed (m s) and direction, (b) wind speed (m s1) differences between CPL
and CTRL, (c) CPL significant wave height (m) and direction, (d) significant wave height (m) differences between CPL and CTRL,
(e) CPL geopotential height (gpm) and temperature (°C) at 500 hPa and (f) geopotential height (gpm) differences between CPL
and CTRL. Figures (a-f) refer to 11 December 2010 at 12:00 UTC.

Compared against buoys observations, both simulation modes seem to overestimate
the near surface wind speed. The overestimation is more prominent for wind speeds up to 15
m s (Figure 5.19a). CPL run (with respect to the CTRL run) yields a reduction of the RMSE by
approximately 2%. Additionally, CPL decreases the bias score and preserves the correlation im-
proving R? and Sl. The bias scores of the SWH indicate a slight overestimation for both simula-
tions (Figure 5.19b). CPL offers an overall reduction of SWH bias and RMSE (~9%) improving
Pearson, Sl and R%. Compared against remotely sensed data, CPL reduces the RMSE up to ap-

proximately 2% (Figure 5.19c).
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Additionally, CPL decreases bias error as well as improves R? (~3%). The bias scores of
the SWH indicate a slight underestimation for both simulations (Figure 5.19d). CTRL offers
slightly better bias error than CPL. This may be attributed to the isolation of cyclonic evolution
over the eastern Mediterranean Sea. The rest of the evaluation areas are characterized by low
and moderate sea state conditions. Under these conditions two-way coupling do not offer
many improvements (Wahle et al., 2017). However, CPL reduces RMSE (~2%) improving Pear-
son (~1%) and SI (~3%). The results are characterized by high confidence level (>95%). Moreo-
ver, Taylor diagram shows that two-way coupling offers smaller improvements than the other

case studies (Figure 5.19e).

5.3. Long-term Study: 1 December 2013 - 1 December 2014

5.3.1. Simulation Configuration

In order to investigate the overall long-term performance of CHAOS over Mediterranean and
Black Seas, continuous simulations for one-year period were conducted (Figure 5.20). The peri-
od from 1 December 2013 to 1 December 2014 was selected due to the adequate availability of
buoys observations and satellite retrieval to support the statistical evaluation over sea. The
simulation period begins on 1 December 2013 in order to evaluate the seasonality of the pro-

cesses occur on the air-sea interface.

The execution of the continuous simulations was designed using an operational ap-
proach, based on the methodology proposed by Papadopoulos et al. (2011) as depicted on Fig-
ure 5.20. CHAOS was configured to a 30-h forecasting mode and 366 simulations were con-
ducted to cover the one-year period (1 simulation was utilized as a warm-up for the wave spec-
trum + 365 simulations for each day of the one-year period). The first simulation was initialized
on 30 November 00 UTC using ECMWEF analyses for the atmospheric parameters (as atmos-
pheric initial conditions; AIC) and the SST field. “Cold start” method was selected for the gener-
ation of wave spectrum (as wave initial conditions; WIC). For the next days, each simulation is
initialized at 00 UTC based on ECMWF analyses while the ocean wave component was initial-
ized on “hot start” mode based on the previous cycle wave spectrum estimation. This configu-
ration implies that there is a 6-hour overlapping between the simulations of two consecutive
daily cycles. However, the first 6-hour period of each simulation is actually considered as the
spin-up time of the models. As a result, the data produced during this period are considered of

lower quality and, therefore, discarded as proposed by various studies (e.g. Lo et al., 2008;
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Thompson et al., 2016). Consequently, the model outputs that are actually considered in the
final dataset of atmospheric and ocean wave parameters of the study are in the forecast win-

dow between the 6t and the 30t hour of each simulation.

30 Nov 2013
AlC: ECMWF
WIC: Cold start
AlC: ECMWF AlC: ECMWF AlC: ECMWF End of simulation
WIC: Hot start WIC: Hot start WIC: Hot start
Spin-up Spin-up
Spin-up
N .JW
' ' ! EEEERER >
00:00 00:00 06:00 00:00 06:00 00:00 06:00 00:00
uTC uUtC UTC utC  UTC utC  uUTC uTc
L 1
L |
30 hrs |
1 year

Figure 5.20: Long-term simulation timeline. Each simulation is initialized at 00:00 UTC and lasts 30 hours starting from 30 No-
vember 2013 until 1 December 2014. The crosshatched area represents the spin-up time (00:00-06:00 UTC) of each simulation.
The atmospheric initial conditions (AIC) are based on ECMWF analyses while for wave initial conditions (WIC) “cold start” was
applied for the 15t day and “hot start” for the rest of days.

5.3.2. Statistical Evaluation

In this section, the overall assessment of the CHAOS to perform simulations over a one-year
period is discussed. The integration of the statistical scores over a large period usually hides the
variations and the peaks of the forecast skill. It is noteworthy that better statistical scores are
observed in some buoys during periods characterized by extreme weather events. For instance,
in case of buoy 61196 at the Balearic Sea (Figure 5.21a) two-way coupling mode offers larger
improvements under high wind and sea state conditions in comparison to its overall perfor-
mance. In specific, for a 4-day period from 21 to 25 October 2014, which was characterized by
gale-force winds and high waves over the Balearic Sea, two-way coupling offers wind speed and

SWH improvements up to 12% and 34%, respectively.
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Figure 5.21: (a) Location of Mediterranean buoy 61196. Time series of wind speed (m s!) and SWH (m) based on the observa-
tions of Mediterranean buoy 61196 (gray), CTRL (black) and CPL (red) simulations. On the right, the results of statistical evalua-
tion through the calculation of statistical indices are illustrated. Time period (b) from 21 October at 00:00 UTC to 25 October at
00:00 UTC, 2014. The black arrows represent wind and SWH directions, measured by the buoy. (c) Time period from 1 Decem-
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ber at 00:00 UTC, 2013 to 1 December at 00:00 UTC, 2014.

On the other hand, the 1-year improvements for wind speed and SWH are up to 2% and
10%, respectively (Figure 5.21c). Despite the fact that these improvements are larger than the

overall 1-year performance of two-way coupling, they are smaller than the improvements dur-
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ing high wind and sea state conditions. Thus, two-way coupling massively reduces the forecast
error mainly in cases of high wind and SWH conditions when one-way coupling is characterized
by increased overestimation. This is attributed to the dependence of the two-way coupling con-
tribution on wind and wave intensity (e.g. Desjardins et al., 2000; Katsafados et al., 2016a;

Wahle et al., 2017).

Overall, compared against buoys observations a systematic overestimation of the wind
speed is evidenced for both simulations. The positive biases are speculated to be mainly due to
inaccuracies of the PBL and surface layer schemes in WRF (Katsafados et al., 2011; Shimada and
Ohsawa, 2011; Jimenez et al., 2012). However, the results of CPL run yield a reduction of RMSE
(~1%) improving the R? (¥4%) and the SI (~2%) [Figure 5.22a). The overall improvement in the
wind speed has positive effect in SWH. Thus, CPL reduces bias error and RMSE (~6%) while im-
proving R? (~¥4%) and Sl (5%) [Figure 5.22b]. Moreover, CPL contributes to equivalent correla-

tion coefficient as CTRL run. The results are characterized by high confidence level (>95%).

The systematic overestimation of the wind speed and the SWH exists also in the evalua-
tion against satellite retrievals. Similar performance was also demonstrated by the A-D case
studies statistical scores. This may be attributed to the fact that buoys of the Mediterranean
Sea are near shore located where the simulation errors are mainly exaggerated due to the in-
adequate representation of the complex coastlines and the inaccurate resolve of the shallow
water wave reflection. On the other hand, satellite retrievals refer to offshore areas and fit bet-
ter with the model gridded values than the buoys measurements since they represent area-
averaged values (see Figure 4.7 and Figure 4.8). Additionally, remotely sensed data are charac-
terized by a systematic overestimation compared to buoys observations (Ardhuin et al., 2007,
Zieger et al., 2009; Abdalla et al., 2010; Durrant et al., 2010). For that reason, CHAOS presents
lower overestimation against remotely sensed data than against buoys measurements. Figure
5.22c indicates that the overestimation is more prominent for lower wind speeds and CPL pre-
sents an overall improvement up to 0.5-2.4% in the wind speed. The SWH is underestimated by
both experiments with slightly better bias error for CTRL mode (Figure 5.22d). Moreover, CPL

offers statistical improvements up to 2.7% for the majority of statistical indices.
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Figure 5.22: Scatter plot for (a) wind speed (m s) and (b) significant wave height (m). Y-axis represents the model-estimated
values and X-axis the buoys observations. Scatter plot for (c) wind speed (m s'1) and (d) significant wave height (m) with satellite
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itation (mm) thresholds. The numbers above each tick mark denote the sample for the corresponding threshold value. Figures
(a-f) refer to the time period from 1 December at 00:00 UTC, 2013 to 1 December at 00:00 UTC, 2014. CTRL and CPL evaluation

results are shown in black and red colors, respectively.
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The Taylor diagram (Figure 5.22e) confirms the improved overall performance of CPL.
The positions of dots 1 and 3 indicates that the CPL simulated wind speed is characterized by
lower standard deviation than the CTRL run. Additionally, the diagram shows that CPL offers
better RMSE and correlation. The locations of dots 2 and 4 demonstrate that CPL improves

RMSE, STD and correlation for the SWH.

The statistical scores and the scatter plot for wind speed, MSLP, temperature and pre-
cipitation over the land are almost undistinguishable for both CTRL and CPL. Both simulations
underestimate temperature and MSLP and overestimate wind speed. The statistical results
agree with previous studies for the WRF model performance (e.g. Katsafados et al., 2011). Addi-
tionally, both simulations yield an overestimation of precipitation which gradually decreases for

moderate and high thresholds (Figure 5.22f).

5.4. Summary of Statistical Evaluation Results

This section summarizes the CHAOS performance for the 4 case studies and the long-term op-
erational approach analyzed in this chapter. The statistical scores of wind speed and SWH over
the sea produced by one-way (CTRL) and two-way (CPL) coupling modes against buoys observa-
tions and satellite retrievals are summarized in Tables 5.1 — 5.4. It is obvious that two-way cou-
pling concentrates its improvements in cases characterized by intense wind and sea state con-
ditions, as also observed by Katsafados et al. (2016a) and Wahle et al. (2017). In case studies A-
D, two-way coupling reduces the RMSE up to 5% and 20% for wind speed and SWH, respective-
ly. The long-term RMSE reduction reaches 1.2% and 6.3% for wind speed and SWH, respective-
ly. This is attributed to the fact that low and moderate wind and wave conditions are dominant
in a long-term operational approach reducing the improvements of the forecast skill attributed
to higher intensities. Additionally, two-way coupling improvements are evidenced especially
over open sea. This may be attributed to the fact that wave spectrum intensity is dependent to
wind-generated waves and, consequently, to near surface wind speed and fetch (Janssen,
2004). Over open-sea long-fetch areas, the surface layer of two-way coupled simulation incor-
porates rougher sea surface information in comparison to the one-way coupling mode. This
causes reduction of wind speed and intense attenuation of wind-generated waves decreasing
the overestimation of SWH. This reduction mechanism is more prominent over open sea than

over short-fetch areas near the shore. Moreover, SWH is sensitive on near surface wind speed
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and, thus, a small decrease of wind speed can cause a more intense decrease of SWH (e.g. de

Ledn and Soares, 2008).

Furthermore, two-way coupling slightly improves the forecast skill over the land. All the
simulations overestimate wind speed and underestimate temperature and MSLP. The statistical
scores reflect the intrinsic forecast skill of WRF and they are in agreement with previous studies
regarding WRF model performance (e.g. Katsafados et al., 2011; Shimada and Ohsawa, 2011).
However, two-way coupling mode of CHAOS offers up to ~1% RMSE reduction over the land
which may be attributed to the impact of ocean waves on the tropospheric processes. The im-
pact of two-way coupling over the sea is characterized by teleconnection effects on atmospher-
ic flow and stability up to mid- to upper-tropospheric levels, modifying the dynamical and

thermodynamic mechanisms of PBL and cloud microphysics even over the land.

Table 5.1: Summary of CHAOS wind speed statistical scores against buoys observations for the 4 case studies and the long-term
study in one-way (CTRL) and two-way (CPL) modes.

Case A Case B Case C Case D Long-term

CTRL CPL % CTRL CPL % CTRL CPL % CTRL CPL % CTRL CPL %

Bias 089 | 081 | 9 | 114 | 108 | 53| 130 | 120 | 7.7 | 131 | 123 | 61| 106 | 106 | ©
RMSE 305 | 295 [ 33| 293 | 285 | 27| 302 | 293 | 3 | 293 | 287 | 2 | 248 | 245 | 1.2
Pear-

080 | 081 | 13| 074 | 073 | 14| 079 | 079 | o | 083 | 083 | 0 | 0.74 | 0.73 | 1.4
son
R? 055 | 058 | 55| 026 | 030 | 15 | 048 | 051 | 63| 059 | 0.60 | 1.7 | 0.27 | 0.28 | 3.7
Sl 043 | 042 | 23| 046 | 044 | 43| 046 | 044 | 43| 043 | 042 | 23| 051 | 050 | 2

Table 5.2: Summary of CHAOS wind speed statistical scores against satellite retrievals for the 4 case studies and the long-term
study in one-way (CTRL) and two-way (CPL) coupling modes.

Case A Case B Case C { Case D Long-term

CTRL | CPL | % | CTRL | CPL | % | CTRL | CPL | % | CTRL | CPL | % | CTRL | CPL | %
Bias 096 | 077 | 9.4 | 120 | 1.08 | 10 | 069 | 059 | 14 | 083 | 075 |96 072 | 072 | ©
RMSE 254 | 242 |47 297 | 282 | 5 | 294 | 2.87 | 24| 284 | 279 | 1.8 | 2.16 | 215 | 0.5
Pear-

08 | 086 | 0 | 079 | 0.80 | 13| 079 | 0.79 | 0 | 080 | 0.80 | 0 | 0.80 | 0.80 | O
son
R? 068 | 071 | 44| 044 | 049 | 11 | 058 | 0.60 | 3.4 | 059 | 0.61 | 3.4 | 055 | 0.56 | 1.8
Sl 031 | 029 [ 65| 040 | 038 | 5 | 035 | 034 | 29| 034 | 034 | 0 | 041 | 0.40 | 2.4
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Table 5.3: Summary of CHAOS significant wave height (SWH) statistical scores against buoys observations for the 4 case studies
and the long-term study in one-way (CTRL) and two-way (CPL) coupling modes.

Case A Case B Case C Case D Long-term

CTRL CPL % CTRL CPL % CTRL CPL % CTRL CPL % CTRL CPL %
Bias 031 | 020 | 36 | 0.21 | 0.24 | 33 | 006 | -0.01 | 83 | 022 | 0.18 | 18 | 0.03 | 0.01 | 67
RMSE 068 | 064 | 59| 052 | 046 | 12 | 051 | 048 | 59| 057 | 052 | 88| 032 | 030 | 6.3
Pear-

090 | 090 | o | 088 | 088 | o | 0.89 | 0.90 | 1.1 | 082 | 0.83 | 1.2 | 0.89 | 0.89 | ©
son
R? 075 | 078 | 4 | 064 | 072 | 13 | 0.78 | 0.80 | 2.6 | 051 | 0.59 | 16 | 0.75 | 0.78 | 4
Sl 044 | 042 | 45| 044 | 039 | 11 | 040 | 038 | 5 | 057 | 052 | 88| 040 | 038 | 5

Table 5.4: Summary of CHAOS significant wave height (SWH) statistical scores against satellite retrievals for the 4 case studies
and the long-term study in one-way (CTRL) and two-way (CPL) coupling modes.

Case A Case B Case C Case D Long-term

CTRL cPL % | ctRL | cpL % | ctRL . cpL | % | cTRL | cPL | % | cTRL cPL | %
Bias 020 | 008 60| 019 012 | 37 | 0,03 | -005 | 67 | -0.02 | -007 | 250 | -0.05 | -0.07 | 40
RMSE 059 | 047 | 20 | 060 | 054 | 10 | 061 | 058 49| 056 | 055 | 18| 042 | 041 | 24
Pear-

092 | 092 | 0 | o091 091 | o |09 09 o |o091 o092 | 11|08 | 08 @ o0
son
R2 073 | 083 | 14| 071 | 077 85| 078 08 | 26| 08 | 083 | 0 | 071 | 072 | 14
Sl 032 | 026 | 19| 037 | 033 11| 030 | 028 67| 029 | 028 | 34| 037 036 | 2.7
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Chapter 6

Implementation and Impact of
Nesting Techniques
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6.1. Configuring Nesting in CHAOS

The nesting capabilities of WRF have been employed configuring CHAOS accordingly. The nest-
ing capabilities in WAM were not investigated and, thus, WAM is configured to run in one high-
resolution domain. As far as WRF is concerned, the implementation of a uniformly high resolu-
tion over a large domain requires an excessive amount of computational resources. Nesting en-
ables simulations at finer resolution over a sub-domain of interest avoiding this problem
(Bhaskar Rao et al., 2009). A nest is a finer-resolution model run which may be embedded sim-
ultaneously within a coarser-resolution (parent) model run. The nest covers a portion of the
parent domain and is driven along its lateral boundaries by the parent domain. CHAOS ar-
rangement of nested grid domain permits use of fine resolution to resolve the air-sea processes
embedded in the larger parent domain. Thus, the atmospheric component is configured to run
on a parent domain covering the Mediterranean Sea and the Black Sea while using a nested
sub-domain including the central and eastern Mediterranean and a large part of the Black Sea
as shown in Figure 6.1. In this context, the use of nesting offers reduces computing time in
comparison to the use of one large domain with very high resolution for the entire area of par-
ent domain. Nesting in WRF resolves additional frequencies at the tail of the atmospheric spec-
trum modifying the momentum and heat fluxes over the air-sea interface. Additionally, the ad-
vantage of such approach is that WAM is driven by finer resolution wind fields produced by the
nested domain of WRF, returning more detailed roughness information to both domains of

WREF.

This alternative configuration of the system required several modifications to its native
procedures. Due to the fact that the single domain of WAM should exchange information with
both the parent and the nested domains of WRF, the number of variables exchanged between
the atmospheric and wave components was doubled. Moreover, the capability to select the
wind source for WAM from the parent or the nested domain of WRF was incorporated in
CHAOS. The number of grid, mask and restart files utilized by the system was doubled and, con-
sequently, additional auxiliary files for both parent and nested domains were needed. The
methodology used for the regridding and the exchange of information between WAM and the
nested domain of WRF through the OASIS coupler is similar to that used for parent domain as
described at Chapter 4. It is noteworthy that, the definition of the LAG value (see more in Ap-

pendix) was a critical decision of the implementation of nesting in CHAOS. For the synchroniza-
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tion among the components and domains, LAG should be equal to the time step of the nested

domain of WRF.
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Figure 6.1: Parent or coarse and nested (black line) domain configurations of WRF and WAM (black line) models of
CHAOS and topography (m) distribution used by WRF are depicted.

Several tests were performed using nesting in WRF in various horizontal resolutions. De-
spite the fact that the system supports multiple domains, the use of two domains for WRF
proved to be efficient. As abovementioned WAM utilized one high-resolution domain in all the
tests, without the investigation of its nesting capabilities. Finally, the parent domain of WRF co-
vers the Mediterranean Sea and the Black Sea in horizontal resolution of 9km x 9km with
550x290 C-grid points and the nested domain (black line) covers the eastern Mediterranean
and the Black Seas in horizontal resolution of 3km x 3km with 883x691 C-grid points. It is note-
worthy that the parent domain of this configuration is different from the single domain of 10km
x 10km configuration (Section 4.2). Due to higher resolution of the nested domain, the descrip-
tion of topography is much more detailed (Figure 6.2). The finer resolution of the nested do-

main improves the representation of the complex landscape characteristics and land-sea dis-
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continuities that generate local circulations and finally affect the air-sea interaction processes.
Time steps of 60 sec and 20 sec are used for the integration of the numerical procedures for the
parent and the nested domain, respectively. The grid of WAM for the Mediterranean and Black
Seas covers the geographical area 8° W - 42° E and 29° N - 48° N as shown in Figure 6.1 (black
line) using high resolution of 0.05°x0.05° (higher than the 10km x 10km configuration; Section
4.2) with 1001x381 regular lat-lon points. WAM has a propagation time step of 37.5 sec and
source time step 300 sec (5 min). The coupling procedure exchanges data on the source time
step of WAM model, every 300s. Moreover, the MPI topology of the system was configured ac-
cording to scalability tests in supercomputer ARIS (Section Il). The tests showed similar compu-
ting behavior with the 10 km x 10 km configuration (Section 4.2) increasing the CPUs. Finally,
the MPI topology (in supercomputer ARIS) using 140 and 20 CPUs for atmospheric and ocean
wave components respectively was found to be the most efficient. The rest of the characteris-
tics and the parameterization schemes are equivalent to those used in 10 km x 10 km configu-

ration (Section 4.2).
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Figure 6.2: CHAOS nested domain topography (m).
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Table 6.1: Configuration of CHAOS with nesting

Model

Atmospheric Component Ocean Wave Component

WRF-ARW, WRF-Chem V3.8 and

WRF-Hydro V3.0 WAM Version 4.5.4

Coupler

OASIS3-MCT Version 3.0

Integration Domain

Mediterranean Sea, Europe, Black Sea

Grid

Arakawa semi-staggered C-grid Spherical latitude-longitude grid

Horizontal grid
Increment

9km x 9km with nested 3km x 3km 0.05°x0.05°

Spectral resolution

24 directional bins (15° directional
- resolution), 25 frequency bins (rang-
ing from 0.042 to 0.411 Hz)

Vertical coordinate

Terrain-following hydrostatic pres-
sure 1 coordinate

Vertical levels

38 —

Time steps

Propagation time step:37.5s

Parent domain: 60 s and nested: 20 s .
Source time step: 300 s

Initial & boundary

ECMWEF, 0.5°x0.5°
17 isobaric levels Hot start

Cendiens 6h update of boundary conditions

SST ECMWEF SST update every 6 hours —
Exchange rate 300s
Surface layer Revised Monin-Obukhov —
PBL YSU -
Microphysics Thompson —
Cumulus Kain-Fritsch —
Land surface Unified NOAH -
Radiation RRTM and Dudhia schemes —
Chemistry options Disabled -
ﬁi:fcl)ed to WRF- Disabled -
Topography 30-arc-second USGS GMTED2010 —
Vegetation MODIS FPAR -
Land-use 21-class IGBP MODIS —
Bathymetry - ETOPO1

Water approxima-
tion

Shallow water approximation with
— depth refraction and wave breaking
due to depth change near shore

MPI topology

140 CPUs 20 CPUs
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6.2. Sensitivity Tests and Statistical Impact of Nesting

This section is dedicated to the results of the sensitivity tests and the statistical evaluation of
CHAOS using nesting (more information at Chapter 6.1) for a selected case study. Case study C
(4-11 January 2012) was chosen for this purpose due to the moderate performance of the two-
way coupling and the rapid cyclogenesis of the system characterized by small spatiotemporal
scale processes. In order to assess the performance of two-way coupling mode using wind

fields from the nested WRF domain in WAM, two simulations were designed:

» WAM coarse_wind: WAM uses wind fields produced by the parent (coarse) domain of WRF.

= WAM nest wind: WAM uses wind fields produced by the nested domain of WRF. However,

the wind fields produced by the nested domain of WRF do not cover the entire domain of
WAM and, thus, wind field values produced by the parent domain of WRF are additionally
used for the areas out of nested domain. A 1-2-1 smoothing filter (e.g. Katsafados et al.,
2016a) is applied over the transition zone of nested and parent wind fields in order to re-

duce the wind discontinuities.

Hence, the difference between the two simulations is the origin of the wind fields that are used
as input to WAM. Both simulations are two-way coupled using the Janssen parameterization
while two domains of WRF and one domain of WAM are exchanging the parameters described
in Section 4.1.1. The results of both simulations for wind speed used by WAM and SWH have
been statistically evaluated against buoys observations, satellite retrievals and land surface
measurements enclosed in the WRF nested domain area. A summary of the most important

statistical scores is available in Table 6.2 at the end of the section.

The horizontal distribution of the wind speed and direction for the WAM_coarse_wind
experiment on 6 January 2012 at 12:00 UTC, is depicted in Figure 6.3a. Additionally, the differ-
ences between WAM_nest_wind and WAM_coarse_wind experiments for wind speed are illus-
trated in Figure 6.3b. WAM_coarse_wind wind speed ranges from 14 m s to 20 m s over a
widespread area of the Mediterranean Sea. WAM_ nest_wind experiment mainly increases
wind speed with local differences exceeding 3 m s more prominent over the areas with the
maximum wind speeds. As expected, the differences are located mainly over the nested do-
main area. A percentage of these differences is artificial due to the scales resolved by the do-

mains. The differences are mainly raised from the additional mesoscale frequencies of the at-
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mospheric spectrum that are resolved by the nested domain as also described by Mass et al.
(2002). As shown in Figure 6.3c, SWH follows the distribution of wind speed, presenting local
values exceeding 5 m. WAM_nest_wind experiment reveals a systematic increase of SWH ex-
ceeding 0.4 m mainly over nested domain (Figure 6.3d). The increase of SWH is attributed to
the mesoscale and local scale features that are resolved by nesting offering additional energy to
the atmospheric flow and, consequently, to the wind-wave generation (Mass et al., 2002;
Janssen, 2004). Nested domain involves rapidly-varying winds and short-wavelength atmos-
pheric processes near sea surface which support an additional growth of young wind-waves.
This affects sea surface roughness, surface layer processes and even the MABL and tropospher-
ic properties. The mechanisms of wind-generated waves and their impact to sea state and at-

mospheric conditions are also analyzed in Sections 2.2 and 5.1.2.
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Figure 6.3: Horizontal distribution of WAM_coarse_wind (a) wind speed (m s1) and direction and (b) significant wave height (m)
and direction. Horizontal distribution of WAM_nest_wind (c) wind speed (m s) and direction and (d) significant wave height
(m) and direction. Horizontal distribution of (e) wind speed (m s) and (f) significant wave height (m) differences between
WAM_nest_wind and WAM_coarse_wind experiments. Figures (a-f) refer to 6 January 2012 at 18:00 UTC.

111



The two simulations are statistically assessed against buoys observations, remotely
sensed data and land surface measurements only over the nested domain area. It is notewor-
thy that, WAM_nest_wind presents local effects on the overestimation of wind speed and un-
derestimation of SWH improving RMSE. In the case of buoy Cetraro over the Tyrrhenian Sea
(Figure 6.4a) the RMSE reduction reaches 11% and 16% for wind speed and SWH, respectively
(Figure 6.4b).
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Figure 6.4: (a) Location of Mediterranean buoy Cetraro. (b) Time series of wind speed (m s) and SWH (m) based on the obser-
vations of Mediterranean buoy Cetraro (gray), WAM_coarse_wind (black) and WAM_nest_wind (red) simulations. The black
arrows represent wind and SWH directions, measured by the buoy. On the right, the results of statistical evaluation through the
calculation of statistical indices are illustrated. Time period from 4 January at 00:00 UTC to 11 January at 00:00 UTC, 2012.

Overall, both simulations present a systematic overestimation of wind speed against
buoys observations (Figure 6.5a). The overestimation is more prominent for low and moderate
intensities. WAM_nest_wind (with respect to the WAM_coarse_wind simulation) reduces the
RMSE (~4%) improving the R%(~¥9%), the Pearson coefficient (~4%) and the SI (~*2%). The results
are characterized by high confidence level (>95%). Additionally, WAM_nest_wind decreases the
bias error. As far as SWH is concerned, WAM _nest_wind reduces the RMSE (~8%) improving
the R? (¥4%), the Pearson coefficient (~1%) and the SI (~8%) [Figure 6.5b]. Compared against
satellite retrievals, WAM_nest_wind presents worse bias error, RMSE (~1%) and R? (~1%) for

the wind speed (Figure 6.5c). The SWH is underestimated by both runs (Figure 6.5d).
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Figure 6.5: Scatter plot for (a) wind speed (m s?) and (b) significant wave height (m). Y-axis represents the model-
estimated values and X-axis the buoys observations. Scatter plot for (c) wind speed (m s1) and (d) significant wave height
(m) with satellite retrievals in X-axis. (e) Taylor diagram for the wind speed (m s1) and the significant wave height (m). 1-
2 are referred to the comparison against buoys observations and 3-4 to the comparison against satellite retrievals. (f)
BIAS for specific 6-hour precipitation (mm) thresholds. The precipitation data refer to the nested domain of atmospheric
component. The numbers above each tick mark denote the sample for the corresponding threshold value. Figures (a-f)
refer to time period from 4 January at 00:00 UTC to 11 January at 00:00 UTC, 2012. WAM_coarse_wind and
WAM_nest_wind evaluation results are shown in black and red colors, respectively. Buoys observations, remotely
sensed data and land surface measurements only over the nested domain area are used in the statistical assessment.
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WAM_nest_wind reduces the RMSE (~10%) improving the R? (~5%), the Pearson coeffi-
cient (~¥1%) and the SI (~8%). Overall, as shown by the Taylor diagram of Figure 6.5e,
WAM_nest_wind improves the ratio between the modeled STD and the STD of observations
mainly for SWH. This may be attributed to the resolve of mesoscale processes which can in-
crease wind speed variations offering more wind-generated waves. Additionally, the diagram

shows that the two simulations have almost similar correlations and RMSEs.

The results of the two simulations produced by the nested domain of WRF are statisti-
cally evaluated against land surface measurements. Negligible differences are observed for
wind speed, MSLP and temperature. As far as precipitation is concerned, both runs yield an
overestimation for low thresholds and an underestimation for high thresholds (Figure 6.5f).
WAM_nest_wind offers slightly better BIAS score (nearest to the value 1) for medium and high
thresholds. The response over the land is attributed to sea waves reflection on atmospheric
conditions which determine the distribution and intensity of precipitation as analyzed in Sec-

tion 5.1.2.

The statistical scores of the wind speed and SWH values as produced by
WAM_coarse_wind and WAM_nest_wind experiments against buoys observations and satellite
retrievals are summarized in Table 6.2. The results unveil an interesting finding. Wind fields
produced by the nested domain of WRF incorporate more detailed information for the near
surface atmospheric conditions in WAM. These also include the synergistic effects of a larger
range of processes improving wind-wave generation. This is statistically reflected to the overall
RMSE reduction of SWH up to 10%. The improved wave growth has, consequently, positive
feedback to surface layer processes near the shore yielding RMSE reduction up to 3.7%.

Table 6.2: Summary of CHAOS wind speed and significant wave height (SWH) statistical scores against buoys observations and
satellite retrievals for the two simulation modes WAM_coarse_wind (or COARSE) and WAM_nest_wind (or NEST). The scores

refer to case study C, from 4 January at 00:00 UTC to 11 January at 00:00 UTC, 2012. Buoys observations and remotely sensed
data only over the nested domain area are used in the statistical assessment.

Wind Buoys Wind SAT Wave Buoys Wave SAT
COARSE | NEST | % | COARSE | NEST | % | COARSE | NEST | % | COARSE | NEST | %
Bias 0.94 076 | 19 0.25 043 | 72 -0.11 -0.08 | 27 -0.20 -0.11 | 45
RMSE 3.00 289 | 3.7 2.50 252 | 0.8 0.52 048 | 7.7 0.58 052 | 10
Pearson 0.74 0.77 4 0.83 083 | 0 0.90 091 | 1.1 0.92 093 | 1.1
R2 0.44 0.48 9 0.69 0.68 | 1.4 0.80 0.83 | 3.8 0.82 0.86 | 4.9
S 0.42 041 | 24 0.27 027 | 0 0.38 035 | 7.9 0.25 023 | 8
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Chapter 7

Modeling Atmosphere — Ocean Wave
Interactions during Hurricane Sandy
(2012)
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Following the sensitivity tests for extreme weather events over the Mediterranean Sea, CHAQOS
can now be employed to resolve atmosphere-ocean wave interactions during hurricane-force
conditions. It is well-known that hurricanes are characterized by extremely high winds, intense
ocean wave growth and heavy rainfall. Hence, the representation of wave age, wind-induced
wave breaking accompanied by sea spray production and rain-wave interactions, as described
at Chapter 2, is crucial for a more realistic simulation of atmosphere-ocean wave interactions.
In this context, alternative parameterizations are employed in the hurricane sensitivity tests
(see Section 4.1.2). For the sensitivity tests, hurricane Sandy (2012) is selected due to the sever-
ity of sustained phenomena and its exceptional trajectory (Varlas et al., 2017c). Sandy was
characterized as “Superstorm” or “Frankestorm” because it was a freakish confluence of a trop-

ical hurricane and a winter (Halverson and Rabenhorst, 2013).

Hurricane Sandy was formed on the 22" of October 2012 as a result of the transfor-
mation of a wave disturbance to a tropical depression over southern Caribbean. The system
slowly moved northeastward and begun to deepen 2 days later. At first, Sandy affected the
Greater Antilles area, the Bahamas and Bermuda. Sandy was upgraded to a hurricane Category
2 and temporarily to Category 3 on the Saffir-Simpson hurricane wind scale (Simpson and Saffir,
1974), when it reached the eastern coast of Cuba, with wind gusts exceeding 50 m s and a
minimum pressure of 954 hPa (Blake et al. 2013). On 29 October, Sandy transitioned to an ex-
tratropical cyclone and on 30 October at 22:24 UTC made landfall in New Jersey at Northeast-
ern United States coast (Blake et al. 2013). The minimum central pressure during landfall was
recorded at 945.5 hPa, based on the National Ocean Service (NOS) station ACYN4 at the Atlan-
tic City of New Jersey. The overall minimum central pressure of Sandy is estimated to be 940

hPa, which occurred on 29 October around 18:00 UTC, a few hours before its landfall.

Sandy mainly affected the eastern coast of the United States, due to significant storm
surges, causing coastal inundation along the entire east coast from Florida to Maine. Torrential
rain, inland flooding and strong winds caused electricity blackouts and extensive damage over
the Mid-Atlantic States (New York, Connecticut, Maryland, Delaware and New Jersey). In total,
hurricane-related fatalities reached 233, with at least 147 of them being direct fatalities. 72 of
them occurred in the Mid-Atlantic and Northeastern United States (Blake et al., 2013; Diakakis
et al., 2015). This is the biggest number of eastern United States direct fatalities related to a
tropical cyclone since hurricane Agnes in 1972. As far as the economic damage is concerned,

Sandy was the second costliest hurricane to have ever hit the United States. The economic
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losses amounted to $71.4 billion (USD) for the United States and $75 billion (USD) in total (Ap-
san, 2013).

In the following section, the synoptic characteristics of the atmospheric circulation that
affected the life cycle of the hurricane Sandy are analyzed. In particular, synoptic-scale factors,
such as the interaction of the system with prevailing upper air conditions are examined. After-
wards, sensitivity tests on the impact of ocean waves on Sandy evolution and are presented.
Wind-induced wave breaking, wave age parameterizations and rainfall impact on wave genera-
tion and its feedback to the atmospheric properties are investigated. Additionally, the results

are statistically evaluated and discussed.

7.1. Synoptic Analysis of Hurricane Sandy

Hurricane Sandy was formed on the 22" of October (2012) as a tropical depression system over
the Caribbean Sea, where the SST exceeded 28.5°C (Figure 7.1a), almost 1°C warmer than nor-
mal (Figure 7.1b) [Varlas et al., 2017c]. Such conditions provided the necessary energy source
for deepening the cyclonic circulation and forcing Sandy to follow a north-northeastern track
over areas with positive SST anomalies where it continued to strengthen. On the 24th of Octo-
ber, the system moved northeastern due to the existence of a widespread ridge at 500 hPa
(Figure 7.1c). Sandy’s forward movement accelerated in advance of a middle- to upper-level
trough over the northwestern Caribbean Sea and Gulf of Mexico. Early on the 25th of October,
Sandy made landfall in Eastern Cuba as nearly a category 3 hurricane and then slightly weak-

ened to category 1 status.
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SST anomalies (°C) and MSL Pressure (hPa)
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Figure 7.1: (a) Initial mean sea level (MSL) pressure (hPa) and sea surface temperature (SST; degrees Celsius), (b) initial MSL
pressure (hPa) and SST anomalies and (c) geopotential height at 500 hPa (gpm) and MSL pressure (hPa) for 24 October at 00:00
UTC. Data are based on ECMWEF analyses with horizontal resolution 0.25°x0.25° and NCEP/NOAA climatology (1981-2010) with
horizontal resolution 0.083°x0.083° (Saha et al. 2010).

However, after passing over Cuba, Sandy continued to move over areas with slightly
cooler SSTs than in Caribbean but still warmer than normal. From 26 to 29 October, the hurri-
cane was being gradually affected by a polar jet stream at the northwest and a subtropical jet
stream at the east (Figure 7.2a). This synoptic interaction played an important role in enhancing
divergence and in establishing a strong temperature gradient in the upper-levels of the storm
(Varlas et al., 2013, 2017c). The existence of the upper-level divergence enhanced the instabil-
ity and intensified the hurricane. On early 29th of October, the displacement of the polar jet

stream to the southeast amplified the large upper-level low (trough), which covered a vast area

118



from the Northeastern, to the Southeastern United States (Figure 7.2b, Figure 7.3a). The trough
remained roughly stagnant over Canada and North United States for hours. Many areas of Can-

ada, North and Central United States suffered from cold air outbreak and low temperatures.
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Figure 7.2: Wind speed (m s) and direction at 200 hPa for (a) 28 October at 18:00 UTC and (b) 29 October at 12:00 UTC. Data
are based on ECMWF analyses.
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1000-500hPa Thickness (gpm) and Geopotential height at 500hPa (gpm)
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Figure 7.3: (a) Geopotential height at 500 hPa (gpm) and MSL pressure (hPa), (b) 1000-500hPa Thickness (gpm) and Geopoten-
tial height at 500 hPa (gpm), (c) 300-200 hPa layer mean potential vorticity (PV units; 1.0 PV unit = 10-6 m2 s-1 K kg-1) and tem-
perature advection (K h-1) for 29 October at 12:00 UTC. Data are based on ECMWF analysis.

The interaction of the near surface warm and humid air masses with the cold air of the upper-
level trough caused a warm seclusion development in Sandy’s inner core few days before its
landfall in the East Coast of the US. During the warm seclusion phase, Sandy intensified from a
weak category-1 hurricane (27 October) to a category-2 hurricane (29 October) [Galarneau et
al., 2013]. Moreover as shown in Figure 7.3a, Sandy covered almost 1000 km of ocean and pre-
served its strength for many hours before landfall. Meanwhile, the upper-level trough has been
dynamically intensified as it is indicated by the negative 1000-500 hPa thickness advection from
the northwest (Figure 7.3b) [Varlas et al., 2017c]. At the same time, the anticyclone over North
Atlantic Ocean blocked a possible Sandy’s northeastern movement. The upper-level trough was

characterized by increased potential vorticity (PV) which is an indication of enhanced barocli-
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nicity existence on the northwest side of Sandy (Figure 7.3c). Hence, the synergistic effect of
the upper-level trough with the blocking anticyclone over North Atlantic Ocean steered Sandy
northwestward toward the New Jersey shoreline. Additionally, as shown in Figure 7.3c, cold air
advection (CAA) occurred when the surge of cold continental air cyclonically encircled Sandy’s
warm core prior to landfall, marking the beginning of Sandy’s extratropical transition and pro-
ducing a structure similar to the extratropical warm seclusion, originally described in Shapiro

and Keyser (1990).

7.2. Configuration of CHAOS for Hurricane Sandy

CHAOS has been configured on a domain covering a widespread part of western Atlantic Ocean
and the Caribbean Sea, in order to carry out the sensitivity tests under extreme wind and sea
state conditions during hurricane Sandy (Figure 7.4). The atmospheric component has a hori-
zontal resolution of 10km x 10km with 820x540 C-grid points, time step of 30 sec and 38 verti-
cal levels stretching from surface to 50 mb. Gridded analysis data from the European Centre for
Medium-Range Weather Forecasts (ECMWEF) in horizontal resolution of 0.5°x0.5° and time in-
crement of 6 hours were used for the creation of initial and boundary conditions of the atmos-
pheric component. Moreover, ECMWF Sea Surface Temperature (SST) analyses were used for
SST update every 6 hours during the simulations. The Global Multi-resolution Terrain Elevation
Data (30-arc-sec USGS GMTED 2010; Danielson and Gesch, 2011), the vegetation data MODIS
FPAR (Myneni et al., 2002) and the land-use data 21-class IGBP MODIS (Friedl et al., 2011) were

used as static input data in the preprocessing stage of WRF model.
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CHAOS domains and topography (m)
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Figure 7.4: Domain configurations of WRF and WAM (black line) models of CHAOS and topography (m) distribution used by
WRF are depicted.

The grid of the wave model for the western Atlantic Ocean and the Caribbean Sea co-
vers the geographical area 90° W - 40° W and 10° N - 50° N as shown in
Figure 7.4 (black line) using a resolution of 0.1°x0.1° with 501x401 regular lat-lon points. WAM
has propagation time step of 75 sec and source time step 600 sec (10 min). Moreover, WAM
uses 24 directional bins (15° directional resolution) and 25 frequency bins (ranging from 0.042
to 0.411 Hz) to represent the wave spectra distribution. The initialization of WAM is based on
the “hot start” approach in order to obtain a realistic initial wave spectrum. The initial wave
spectrum has been computed based on a prior CHAOS simulation (initialized with “cold start”)
of a one-day time period. The bathymetric map has been constructed from Etopol data (Aman-
te and Eakins, 2009; 1 min Gridded Global Relief Data) using bi-linear interpolation and some
degree of smoothing (Figure 7.5). In shallow areas, local corrections were introduced. Due to
the complex bathymetry of the western Atlantic Ocean and the Caribbean Sea, the shallow wa-
ter approximation with depth refraction and depth induced wave breaking was employed
(Battjes and Janssen, 1978). Furthermore, the domain boundaries are closed in order to con-

serve the wave energy.
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WAM bathymetry (m)
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Figure 7.5: Bathymetry (m) distribution used by WAM model is illustrated. The bathymetric map has been constructed from
Etopol data (Amante and Eakins, 2009; 1 min Gridded Global Relief Data (Etopol); National Geophysical Data Center, NOAA -
National Oceanic and Atmospheric Administration)

As far as the parameterizations of atmosphere-ocean wave interaction processes are
concerned, the parameterization schemes described in Section 4.1.2 were integrated. Four

simulation modes have been configured to simulate hurricane Sandy:

= Two-way coupling (CPL JANSSEN): Both the atmospheric and ocean-wave component use

information produced by the other model employing Janssen’s parameterization for Char-
nock parameter as described in Section 4.1.2.

= Two-way coupling (CPL SMITH): Both the atmospheric and ocean wave component use in-

formation produced by the other model employing Smith’s parameterization scheme as de-
scribed in Section 4.1.2. This parameterization is based on wave age calculated by WAM

model. Wave age values ranging from 1 to 48 are acceptable in this test. The wave age limits

. 0.48 e ,
are appropriately set so as the parameter ag = — to be within Janssen’s Charnock parame-

Za
0.01

1_T_W

T

tera; = limits (Sections 2.3 and 4.1.2).

= Two-way coupling (CPL LIU): Both the atmospheric and ocean-wave component use infor-

mation produced by the other model employing Liu’s parameterization scheme as described
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in Section 4.1.2. This parameterization is wave age and wind-induced wave breaking de-
pendent.

= One-way coupling (control, CTRL): Only the ocean-wave component uses information pro-

duced by the atmospheric component. The Charnock parameter in the atmospheric compo-
nent remains constant and equal to 0.0185 throughout the simulation (Sections 2.3 and
4.1.2). The results of this simulation mode are going to be used as a reference for the sensi-

tivity tests and the statistical evaluation of the two-way coupled simulations.

The coupling procedure exchanges data on the source time step of WAM model, every
600 sec. As the time step of the atmospheric model was set 30 sec, the exchange took place
every 20 time steps of the atmospheric model. Moreover, an MPI topology (in supercomputer
ARIS) using 150 and 10 CPUs for atmospheric and ocean wave components respectively was
found to be the most efficient. The configuration of the system and the main parameterization

schemes used are summarized in Table 7.1.

Table 7.1: Configuration of CHAOS

Atmospheric Component Ocean Wave Component

Model WRF-ARW, WRF-Chem V3.8 and .
WRE-Hydro V3.0 WAM Version 4.5.4
Coupler OASIS3-MCT Version 3.0
Integration Domain Western Atlantic Ocean, Caribbean Sea, United States
Grid Arakawa semi-staggered C-grid Spherical latitude-longitude grid

Horizontal grid
10km x 10km 0.1°x0.1°
Increment

24 directional bins (15° directional
Spectral resolution - resolution), 25 frequency bins (rang-
ing from 0.042 to 0.411 Hz)

. . Terrain-following hydrostatic pres-
Vertical coordinate ) gny P _
sure 1 coordinate

Vertical levels 38 -

Propagation time step: 75 s
Time steps 30s
Source time step: 600 s

ECMWEF, 0.5°x0.5°
Initial & boundary
17 isobaric levels Hot start
Conditions
6h update of boundary conditions
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SST ECMWEF SST update every 6 hours —

Exchange rate 600 s
Surface layer Revised Monin-Obukhov —
PBL YSU -
Microphysics Thompson -
Cumulus Kain-Fritsch -
Land surface Unified NOAH -
Radiation RRTM and Dudhia schemes -

Chemistry options Disabled —

Coupled to WRF- Disabled B
Hydro
Topography 30-arc-second USGS GMTED2010 —
Vegetation MODIS FPAR -
Land-use 21-class IGBP MODIS —
Bathymetry - ETOPO1

. Shallow water approximation with
Water approxima- . .
tion - depth refraction and wave breaking

due to depth change near shore

MPI topology 150 CPUs 10 CPUs

7.3. Methodology of Statistical Evaluation

The methodology of statistical evaluation of CHAOS simulating hurricane Sandy is similar as de-
scribed in Section 4.3. The outputs from simulations have been statistically evaluated based on
the point-to-point hourly comparison between model-generated variables and the available
buoy measurements. Moreover, the results have been statistically evaluated against satellite
retrievals and land surface measurements. The meteorological variables considered in the eval-
uation exercise are: the near surface wind speed, the significant wave height, the near surface
temperature, the mean sea level pressure (MSLP) and the accumulated precipitation. The per-
formance of CHAOS at the case study of hurricane Sandy has been assessed using the network
of 23 available buoys in the western Atlantic Ocean and the Caribbean Sea as depicted on Fig-

ure 7.6.
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Figure 7.6: Spatial distribution of buoys applied for the evaluation of the system. Data were made available by National Data
Buoy Center (NDBC) of National Oceanic and Atmospheric Administration (NOAA) of United States.

The system was also evaluated against remotely sensed data retrieved from satellites Jason 1
and Jason 2 (Figure 7.7). The sensitivity of the system was also assessed over the land at the

positions of 113 surface meteorological stations across eastern United States and Caribbean

Islands (Figure 7.8).

Satellite retrievals

40N —i

20N —

Figure 7.7: Trajectories of satellite retrievals used for the evaluation of the system. The altimeter data (Jason-1, 2) were pro-
duced and distributed by Aviso (http://www.aviso.altimetry.fr/), as part of the Ssalto ground processing segment.
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Figure 7.8: Spatial distribution of the land surface stations applied for the evaluation of the system. Data source: ECMWEF-GTS
network.

7.4. Wave Age, Wave Breaking and Sea Spray effects

Sea surface roughness is mainly determined by the existence of young waves at the medium to
high frequencies of the spectrum (Smith, 1988; Janssen, 1991; Donelan et al., 1993). These
waves tend to break especially under high wind conditions and affect the bubble mechanism,
producing sea spray droplets as well as modifying surface fluxes (Andreas and Monahan, 2000;
de Leeuw et al., 2011; Shi et al., 2016). Makin (2005) observed that at a wind speed of about 33
m s, the drag coefficient starts levelling off, implying that the sea spray droplets begin to influ-
ence the dynamics of the atmospheric flow. Powell et al. (2003) assumed that increased foam
coverage resulting from intensively breaking waves could progressively form a “slip” surface at
the air-sea interface that leads to the reduction of the sea drag at wind speeds above 40 m s™.
Moreover, during wave breaking, the “rain” of spray droplets back onto the sea surface creates
a mass flux with a magnitude that has been shown to damp the short waves that sustain most
of the atmospheric drag on the sea surface (Andreas, 2004). Therefore, spray may play a key

role in a negative feedback loop that limits air-sea momentum transfer.
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The impact of the above described mechanisms on the thermodynamic characteristics
of hurricane Sandy has been studied in a set of simulations employing alternative parameteriza-
tions based on wave age and wind-induced wave breaking (see more in Sections 2.3, 4.1.2 and
7.2). Hurricane conditions multiply the response of the wind speed and the SWH on different
parameterizations, as it might be expected. Indeed, Figure 7.9 (a-d) and Figure 7.10 (a-d) show
that the four experiments are characterized by large differences in wind speed and SWH up to
30% and 50%, respectively. CPL_SMITH presents the smallest differences compared against
CTRL while CPL_JANSSEN vyields the largest differences.
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Figure 7.9: Horizontal distribution of wind speed (m s) and direction from (a) CTRL, (b) CPL_JANSSEN, (c) CPL_SMITH and (d)

CPL_LIU experiments. Figures (a-d) refer to 28 October 2012 at 12:00 UTC.
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Figure 7.10: Horizontal distribution of SWH (m) and direction from (a) CTRL, (b) CPL_JANSSEN, (c) CPL_SMITH and (d) CPL_LIU
experiments. Figures (a-d) refer to 28 October 2012 at 12:00 UTC.

The responses on the wind flow and sea state among the experiments are mainly raised
by the different approaches in Charnock parameter estimation among the four schemes (see
more in Sections 2.3, 4.1.2 and 7.2). As also analyzed at Chapter 5, Janssen’s approach takes
into consideration the increase of wave-induced stress under young wave conditions. As far as
CPL_SMITH is concerned, the parameterization of Charnock parameter is directly proportional
to inverse wave age (ratio between friction velocity and wave phase velocity at the peak of the
spectrum; see more in Section 2.3). Janssen (2004) proposed that the wave stress is determined
by medium to high-frequency gravity waves and it is approximately proportional to inverse
wave age. Wave stress mostly increases for the inverse wave age ranging from 0.1 to 1 or wave
age from 10 to 1. In order to represent older waves, the maximum wave age limit is set to 48,

as described in Section 7.2. Concerning CPL_LIU, the parameterization of Charnock is based on
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wave age ranging from 1 to 35 and wind-induced wave breaking accompanied by sea spray

production for friction velocities exceeding 1.6 m s,

The dependence of roughness length on friction velocity for the entire set of experi-
ments are shown in Figure 7.11a. Similarly to the results of Chapter 5, two-way coupling de-
creases the wind speed and SWH as a response to the increased roughness length. All the
schemes increase roughness length with the friction velocity except CPL_LIU which decreases
roughness length for friction velocities exceeding ~1.6 m s. Such behavior of CPL_LIU is at-
tributed to the incorporation of wind-induced wave breaking and sea spray mechanisms. Under
high winds, wave breaking and wind tearing wave crests disrupt the air-sea interface and gen-
erate sea spray causing a positive forcing to the atmospheric flow and, consequently to ocean
wave growth (Andreas, 2004; Donelan et al., 2004; Makin, 2005; Liu et al., 2011). The first phys-
ical mechanism partaking in this phenomenon is the partial momentum transfer from atmos-
phere to sea spray (Andreas, 2004). The decrease of atmosphere-wave momentum flux decays
the growth of young waves decreasing sea surface roughness. The second physical mechanism
is the damping of short waves by sea spray droplets (Andreas, 2004). Since sea spray droplets
have substantial mass, they eventually plunge back into the ocean, delivering their momentum

to the surface, attenuating short-waves and, consequently, decreasing sea surface roughness.

Indeed, CPL_LIU estimates higher wind speed (Figure 7.9d) and SWH (Figure 7.10d) than
CPL_JANSSEN, with local maxima over the southwestern area of the hurricane. Roughness
length decrease due to wind-induced wave breaking is more prominent under young wave
conditions characterized by wave age up to 7 (Figure 7.11b). In CPL_JANSSEN Charnock param-
eter tends to be saturated under high friction velocities (i.e. 2 m s) as it is shown in Figure
7.11c and discussed earlier in experiments at the Mediterranean Sea (Chapter 5). However, this
saturation does not have critical effect on roughness length as in CPL_LIU experiment. This ex-
plains why CPL_JANSSEN is characterized by large decrease of atmospheric flow and wave
growth. On the other hand, Figure 7.11d demonstrates that roughness length in CPL_SMITH
experiment is reduced for old waves and even for low to moderate wave age (values from 10 to
20). It is only for young waves (wave age from 1 to 10) that CPL_SMITH presents a sharp in-
crease of roughness length. This distribution explains why CPL_SMITH is characterized by a
marginal decrease of wind speed and SWH compared to CTRL. Despite the fact that Liu’s and

Smith’s schemes employ wave age to represent sea state, they present differences. These are
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attributed to both the different empirical formulation and the integration of wave breaking by
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Figure 7.11: (a) Roughness length (m) dependence on the friction velocity (m s1). (b) CPL_LIU roughness length dependence on
the wave age. (c) CPL_JANSSEN Charnock parameter dependence on the wind speed (m s) The black line stands for the con-
stant Charnock (0.0185) in CPL simulation. (d) CPL_SMITH roughness length dependence on the wave age. Figures (a-d) refer to
the time period from 22 October at 00:00 UTC to 31 October at 00:00 UTC, 2012. CTRL, CPL_JANSSEN, CPL_SMITH and CPL_LIU
results are shown in black, red, blue and green colors, respectively.

Figure 7.12 (a-d) demonstrates the dependence of surface momentum, enthalpy and
moisture fluxes as well as Cy/Cy ratio on wind speed at 10 m. CPL_SMITH and CPL_LIU are
characterized by weaker increase of momentum, enthalpy and moisture fluxes in contrast to
CPL_JANSSEN. Moreover, C,/C, ratio values are consistent with measurements during other

hurricanes (Black et al., 2007; Drennan et al. 2007; French et al. 2007; Zhang et al., 2008; An-
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dreas, 2011; Bell et al., 2012). Two-way coupling yields atmospheric momentum and kinetic en-
ergy loss while increasing surface enthalpy and moisture fluxes feeding the atmosphere with
thermal energy and water vapor. These findings corroborate the experiments for the cyclonic
conditions over the Mediterranean Sea analyzed earlier (Section 5.1.2). The decrease of ratio in
moderate and high wind speeds in two-way coupled simulations indicates that the energy loss
due to sea surface stress exceeds the enthalpy gain. C;/Cy ratio is an indicator of the energy

equilibrium that determines the structure and intensity of the hurricane (Ooyama, 1969;

Rosenthal, 1971; Emanuel, 1995).
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Figure 7.12: Surface (a) momentum flux (N m-2), (b) enthalpy flux (W m=2) and (c) moisture flux (g m-2 s'1) dependence on the
wind speed (m s1) at 10 m. (d) Dependence of ratio between the dimensionless bulk transfer coefficients for enthalpy (Cyx) and
momentum (Cq4) to the wind speed (m s1) at 10 m. Figures (a-h) refer to the time period from 22 October at 00:00 UTC to 31

October at 00:00 UTC, 2012. CTRL, CPL_JANSSEN, CPL_SMITH and CPL_LIU results are shown in black, red, blue and green col-
ors, respectively.
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It is interesting that wind-induced wave breaking (CPL_LIU) decreases momentum trans-
fer from atmospheric flow to waves even at lower values than CTRL experiment when wind
speed exceeds 40 m s. This is attributed to the disruption of air-sea interface during wave
breaking which has positive effect on flow, as described previously. Furthermore, CPL_LIU pre-
sents an increase of C;/C4 over 25 m s which indicates that the positive effect on flow is ac-

companied by intensification of the hurricane in contrast to CPL_JANSSEN and CPL_SMITH.

Similarly to the cyclonic conditions over the Mediterranean Sea (Chapter 5), two-way
coupling affects MSLP, MABL and upper-level conditions modifying Sandy’s track. Figure 7.13
demonstrates that CPL_JANSSEN (compared to CTRL) causes a reduction of SWH as well as of
cloud formation and water content during the landfall at 00:00 UTC on 30 October 2012. This is
attributed to the lower energy equilibrium in the two-way coupling mode which results to a
more rapid attenuation of Sandy’s dynamical and thermodynamic structure. Figure 7.14 illus-
trates the simulated track of hurricane Sandy by the 4 experiments as well as the observed
track based on best track analysis data retrieved from the National Hurricane Center (NHC) of

United States (http://www.nhc.noaa.gov/data/). Two-way coupling affects hurricane track and

MSLP having positive and negative effects. In more details, the impact of two-way coupling on
track is quite variable with ocean wave feedback resulting in changes ranging from 3 hPa deep-
er to 5 hPa shallower comparing to CTRL run. The larger positive and negative differences are
more prominent for CPL_JANSSEN experiment. This may be attributed to the higher dispersion
that characterizes ocean feedback using Janssen’s parameterization. The above findings are
consistent with the results of previous studies (Bao et al., 2000; Desjardins et al., 2000; Doyle et
al.,, 2002; Wahle et al., 2017). Moreover, CPL_LIU is characterized by the best estimation of
Sandy’s minimum central pressure, evidenced by the smallest variations from the observed val-
ues. This may attributed to the incorporation of many air-wave effects such as wave breaking
and sea spray. Although the spatial differences among the simulated tracks are slight, it is
shown that CTRL track is closer to observed track. This may be attributed to the long simulation
period which introduces larger errors in two-way coupled simulations stemming from the at-
mospheric and ocean wave representations. Another explanation is the calculation of total
roughness length considering only wave, turbulent and viscous stresses, neglecting rain impact,
which is important under hurricane-force conditions. The effect of rainfall on waves and its

feedback to the atmosphere will be investigated in the following section (Section 7.5).
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Figure 7.13: 3D distribution of water content (cloud, rain, ice, snow and graupel in g kg-* and horizontal distribution of SWH (m)
at 00:00 UTC (approximately the time of landfall of Sandy at eastern United States) on 30 October 2012, based on CTRL (left)
and CPL_JANSSEN (right) results.
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Figure 7.14: Track of the hurricane Sandy based on best track analysis data (magenta line), CTRL (black line), CPL_JANSSEN (red
line), CPL_SMITH (blue line) and CPL_LIU (green line) simulations. Figure refers to time period from 23 October at 12:00 UTC to
30 October 00:00 UTC, 2012. Best track analysis data are retrieved from the National Hurricane Center (NHC) of United States
(http://www.nhc.noaa.gov/data/).
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As far as the comparison against the buoys 41001 and 41002 over the Atlantic Ocean
(Figure 7.15a, b) is concerned, the RMSE reduction reaches 32% and 42% for wind speed and
SWH, respectively (Figure 7.15c, d). CPL_JANSSEN and CPL_LIU present the most remarkable

reduction, especially during high wind and sea state conditions, decreasing the bias error.
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Figure 7.15: Location of buoy (a) 41001 and (b) 41002. Time series of wind speed (m s1) and SWH (m) based on the observa-
tions of buoy (c) 41001 (gray), (d) 41002 (gray), CTRL (black) CPL_JANSSEN (red), CPL_SMITH (blue) and CPL_LIU (green) simula-
tions. The black arrows represent wind and SWH directions, measured by the buoy. On the right, the results of statistical evalu-
ation through the calculation of statistical indices are illustrated. Time period from 22 October at 00:00 UTC to 31 October at
00:00 UTC, 2012.
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Overall, the impact of two-way coupling is reflected to the forecast skill (Figure 7.16a-d)
shows that the two-way coupled simulations (with respect to the one-way coupled simulation)

improve statistical scores reducing the overestimation of wind speed over the sea and SWH
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comparing against buoys observations and satellite retrievals. It is interesting that, Taylor dia-
gram indicates that two-way coupled simulations reduce RMSE and increase correlation (Figure
7.16e). The highest RMSE reduction for wind speed over the sea and SWH reaches 10% and
24%, respectively. Other statistical indices such as R and Sl present even larger improvements
(up to 22%). It is noteworthy that, Janssen’s scheme presents the best forecast skill. The results

are characterized by high confidence level (>95%).

The statistical evaluation over the land yields improvements for wind speed and precipi-
tation while, on the other hand, the behavior for temperature and MSLP is the opposite (Figure
7.17). These inaccuracies for temperature and MSLP may be attributed to the long simulation
period and the differences in Sandy’s track. Overall, CPL_JANSSEN presents the best perfor-
mance followed by CPL_LIU and CPL_SMITH which offer smaller improvements to the forecast

skill. CPL_JANSSEN reduces the RMSE of precipitation over the land up to 5%.

It is obvious that, the representation of sea surface roughness only considering wave
age, results to partial description of physical mechanisms. The introduction of wind-induced
wave breaking accompanied by sea spray production enriches the representation of atmos-
phere-ocean wave interaction. Nevertheless, CPL_JANSSEN which includes information only for
the ratio between wave-induced stress and total stress (see more in Section 2.3) neglecting sea
spray effects, offers better overall forecast skill. Summarizing, the lack of forecast skill present-
ed by CPL_LIU but especially by CPL_SMITH may be attributed to the deficient configuration of
parameterizations through empirical methods and data (see more in Section 2.3 and at Smith et
al.,, 1992 and Liu et al., 2011). A future upgrade of Janssen’s scheme in order to incorporate

wind-induced wave breaking and sea spray effects might be an interesting approach.
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Figure 7.17: Scatter plot for (a) wind speed (m s1), (b) MSLP (hPa) and (c) temperature (°C) over the land. Y-axis represents the
model-estimated values and X-axis the buoys observations. (d) RMSE for specific 6-hour precipitation (mm) thresholds. The
numbers above each tick mark denote the sample for the corresponding threshold value. Figures (a-f) refer to the time period
from 22 October at 00:00 UTC to 31 October at 00:00 UTC, 2012. CTRL, CPL_JANSSEN, CPL_SMITH and CPL_LIU evaluation re-
sults are shown in black, red, blue and green colors, respectively.

7.5. The Impact of Rain on Wave Evolution and its Feedback to
the Atmosphere

A rather unknown percentage of shear stress at ocean surface is caused by the impact of de-
scending raindrops and their interactions with the sea state. As proposed Cavaleri et al. (2015),
rain primarily damps high-frequency young waves modifying sea surface roughness and near
surface wind. Nevertheless, this mechanism is nonlinear, as sea surface roughness is deter-
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mined by the codependent viscous, turbulent, wave and rain-induced stresses. Rain generally
increases sea surface roughness and, subsequently, can affect wind and wave conditions near
air-sea interface (Kumar et al., 2009). Poon et al. (1992) quantified the ratio of rain-induced
stress and wind stress at sea surface to be in the order of 7-25% based on an experimental
study in a circulating wind-wave tank. The damping of high-frequency waves may locally in-
crease wind and, consequently, wind-generated waves. On the other hand, sea surface is
rougher where raindrops strike despite the fact that rain-induced ripple waves can be consid-
ered as isotropic low-interaction waves (Cavaleri et al., 2015). Exceptionally, the rain-induced
isotropic waves would not affect other waves in the case of mature sea or of calm conditions.
However, there are increased rain-wave and wave-wave interactions under high-intensity rain-
fall conditions. These interactions can increase sea surface roughness decreasing wind and
wind-wave growth. Nevertheless, the decrease of whitecapping by the raindrops striking is an

opposing factor that can determine a more slip sea surface (Cavaleri et al., 2015).

All abovementioned interactions constitute a complex dynamical equilibrium involving
several factors such sea state, wind, air and water viscosities, whitecaps, duration and intensity
of rainfall, raindrops distribution, diameter, terminal velocity, angle that raindrops intact sea
surface, ocean mixing layer as well as the direct interaction between wind and raindrops
(Reynolds, 1900; van Dorn, 1953; Malkus, 1962; Roll, 1965; Caldwell and Elliott, 1971, 1972;
Kitaigorodskii, 1973; Manton, 1973; Houk and Green, 1976; Tsimplis and Thorpe, 1989; Le Me-
haute and Khangaonkar, 1990; Tsimplis, 1992; Poon et al., 1992; Yang et al., 1997; Kumar et al.,
2009; Peirson et al., 2013; Cavaleri et al., 2015). For more details, see also at Chapter 1. CHAQS
offers a unique capability to incorporate the most of these factors and exchange them after

major developments in both atmosphere and ocean wave components (Varlas et al., 2017b).

Kumar formulation (see Section 4.1.3) is employed in CHAOS surface layer parameteriza-
tion scheme in order to resolve the representation of complex nonlinear rain-wave processes. It
assumes that rain directly affects the sea surface roughness length and it accordingly modifies
the wind flow and consequently the wave height. Thus, an additional term, the rain-induced
roughness length, is also included in the wave-induced and viscous-induced ones for the esti-
mation of the total roughness length over sea surface. Kumar parameterization incorporates
only a few of the abovementioned terms such as the rain intensity and the raindrop diameter
with its terminal velocity. Therefore, it provides a rough estimation of the rain impact on ocean

wave spectrum because it ignores a number of important factors.
139



Two simulation modes have been configured to investigate the rain-wave interactions

for the case study of hurricane Sandy:

= Two-way coupling without rain-wave effects (NO RAIN): Both the atmospheric and ocean-

wave component use information produced by the other model employing Janssen’s param-
eterization for Charnock parameter as described in Section 4.1.2.

= Two-way coupling involving rain-wave effects (RAIN): The same as NO_RAIN with the addi-

tion of Kumar’s scheme introducing the rain-induced roughness length as described in Sec-
tion 4.1.2. For convective rainfall, terminal velocity of raindrop and raindrop diameter are
set equal to 5 m s* and 1 mm respectively whereas for stratiform rainfall the corresponding

values are 3 m s and 0.5 mm (Salles and Creutin, 2003; Tokay et al., 2008; Niu et al., 2010).

Rain increases total roughness length and, subsequently, decreases wave growth by the
enhanced friction of the atmospheric flow at the air-sea interface. The wave-induced roughness
length is therefore decreased over SWH maxima having negative effect on the total roughness
length and a positive feedback to the atmospheric flow. This mechanism is more prominent
mostly over rainfall maxima. An interesting finding is that RAIN changes rainfall distribution and
intensity (Figure 7.18a, b). This is attributed to the feedback of rain-wave evolution interaction
to the atmospheric conditions which will be analyzed in following paragraphs. Roughness
length is generally characterized by higher values in NO_RAIN experiment while RAIN increases
roughness length in a wider area, following the rainfall distribution (Figure 7.18c, d). Neverthe-
less, rain-induced roughness length has positive effect on total roughness length over calm sea.
Hence, rain decreases roughness length maxima while yielding an overall increase over a wide-
spread area, following rainfall distribution. Kumar et al. (2009) presented similar responses of

wind and wave on raindrops striking at the sea surface.
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Figure 7.18: Horizontal distribution of 3hr precipitation (mm) and MSLP (hPa) from (a) NO_RAIN and (b) RAIN experiments.
Horizontal distribution of roughness length (m) from (c) NO_RAIN and (d) RAIN experiments. Figures (a-d) refer to 28 October
2012 at 12:00 UTC.

In Figure 7.19 differences of wind speed and SWH up to 30% are depicted. They are
mainly attributed to the modification of sea surface roughness primarily by the rain-induced
stress and indirectly by the wave-induced stress variations. The relative equilibrium of rain-
induced and wave-induced stresses is dependent on wind, wave and rain intensity and distribu-

tion.
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Figure 7.19: Horizontal distribution of wind speed (m s) and direction from (a) NO_RAIN and (b) RAIN experiments and SWH
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pendence of roughness length on friction velocity indicates that the representation of rain im-
pact on wave yields interesting results. Rain increases roughness reducing the atmospheric flow
and, subsequently, the wave growth. This wave damping implies a slight decrease of roughness
length which has positive effect on wind. The overall result of the above opposing factors is the
wind and wave decay due to rainfall which is accompanied by a decrease of C;/C, ratio (Figure
7.20b). This finding is more prominent mainly under moderate wind conditions. This behavior
may be attributed to the fact that intense rainbands are distributed over areas characterized by
moderate winds. As far as surface layer is concerned, the increase of the kinetic energy loss is

more significant than the thermal energy gain.
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Roughness length response on rain-wave forcing is illustrated in Figure 7.20a. The de-
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Figure 7.20: Roughness length (m) dependence on friction velocity (m s). (b) Dependence of ratio between the dimensionless
bulk transfer coefficients for enthalpy (Cx) and momentum (Cq4) on the wind speed (m s) at 10 m. Figures (a-b) refer to the time
period from 22 October at 00:00 UTC to 31 October at 00:00 UTC, 2012. NO_RAIN and RAIN results are shown in blue and red
colors, respectively.

The energy equilibrium determines the structure and intensity of the hurricane adjust-
ing upper-level atmospheric conditions and its track (Figure 7.21). RAIN simulation improves
the track of the cyclone mainly during the intensification stage (28-30 October) before landfall.
The forecast skill of the coupling simulation is substantially improved considering the rain effect
on sea state. Thus, RAIN simulation yields multi-response on minimum MSLP ranging from 10
hPa deeper to 4 hPa shallower. Such differences are larger than those between two-way and
one-way coupling modes studied in the previous section. These findings are resulted from the
large variations of the rain-induced roughness length as a response on precipitation intensity
and type (convective or stratiform). Space-time variability of roughness length can modulate
the dynamical and thermodynamic structure of the hurricane as already described at previous
chapters. The heterogeneity of roughness length modifies Sandy’s asymmetry, affects its cen-
tral pressure and finally determines the track of the system towards the observed one (Varlas

et al., 2017c and references therein).
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Figure 7.21: Track of the hurricane Sandy based on best track analysis data (magenta line), NO_RAIN (blue line) and RAIN (red
line) simulations. Figure refers to time period from 23 October at 12:00 UTC to 30 October 00:00 UTC, 2012. Best track analysis
data are retrieved from the National Hurricane Center (NHC) of United States (http://www.nhc.noaa.gov/data/).

In the case of buoys 41002 and 44025 over the Atlantic Ocean (Figure 7.22a, b) the
RMSE reduction by RAIN reaches 15% and 44% for wind speed and SWH, respectively (Figure
7.22¢c, d). RAIN decreases the overestimation while improving the hurricane phase-shift pre-
sented by NO_RAIN simulation. This is primarily attributed to the fact that RAIN simulates a

more realistic thermodynamic structure of Sandy.
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Figure 7.22: Location of buoy (a) 41002 and (b) 44025. Time series of wind speed (m s?) and SWH (m) based on the observa-
tions of buoy (c) 41002 (gray), (d) 44025 (gray), NO_RAIN (blue) and RAIN (red) simulations. The black arrows represent wind
and SWH directions, measured by the buoy. On the right, the results of statistical evaluation through the calculation of statisti-
cal indices are illustrated. Time period from 22 October at 00:00 UTC to 31 October at 00:00 UTC, 2012.

Figure 7.23 (a-e) shows that the representation of the rain impact on waves yields im-

provements on the forecast skill decreasing the overestimation of wind speed over the sea and

SWH, comparing against buoys observations and satellite retrievals.
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It is noteworthy that, Taylor diagram indicates that RAIN decreases RMSE and increases
correlation, offering also improvements in standard deviation (Figure 7.23e). The highest RMSE

reduction for wind speed over the sea and SWH reach 2% and 3%, respectively. The improve-
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ments over land are up to 3.6% despite the fact of the negligible impact for the two-way cou-

pling mentioned in Section 5.1.2 (Figure 7.24). The results are characterized by high confidence

level (>95%). The response of the forecast skill is mainly amplified from the different thermo-

dynamic structure of Sandy at the time of landfall as it was simulated by RAIN. RAIN improves

MSLP and precipitation as well. These improvements are attributed to the better simulation of

Sandy’s track and structure by RAIN.
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Figure 7.24: Scatter plot for (a) wind speed (m s1), (b) MSLP (hPa) and (c) temperature (°C) over the land. Y-axis represents the
model-estimated values and X-axis the buoys observations. (d) BIAS for specific 6-hour precipitation (mm) thresholds. The
numbers above each tick mark denote the sample for the corresponding threshold value. Figures (a-f) refer to the time period
from 22 October at 00:00 UTC to 31 October at 00:00 UTC, 2012. NO_RAIN and RAIN evaluation results are shown in blue and

red colors, respectively.
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Chapter 8

Conclusions and Future Plans
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8.1. Goals accomplishment and concluding remarks

In conclusion, the research goals of this thesis to simulate and analyze air-ocean wave interac-
tion were achieved through the implementation of CHAQS, a two-way coupled atmosphere-
ocean wave modeling system. The results and the statistical scores of CHAOS simulations con-
firm the significance of atmosphere-ocean wave interactions adding substantially to our under-

standing of these important physical mechanisms.

8.1.1. Technical Achievements

The main stages of the effort that led to the implementation CHAOS and the execution of the

appropriate simulations are the following:

1. Compilation of OASIS3-MCT coupler which produced the respective libraries and object
files. WRF and WAM models were compiled including the libraries and object files of
OASIS3-MCT. Implementation of interface between WAM and OASIS3-MCT. Integration
of ocean wave parameters calculation and various software adjustments to perform
two-way coupled simulations with WRF through OASIS3-MCT. Extensive modifications in
the existing interface between WRF and OASIS3-MCT. Preparation of WRF registry and
framework modules for coupling with WAM through OASIS3-MCT.

2. Generation of grid, mask and restart files required by OASIS3-MCT. Appropriate tuning
of parameters which control the synchronization and the exchange of information
between the components. Scalability tests on CHAOS computing performance.

3. Implementation of an integrated surface layer in order to encapsulate various
parameters of atmosphere-ocean wave interactions such as rapidly-varying near surface
wind speed, Charnock parameter, wave age, wind-induced wave breaking accompanied
by sea spray production and rain-wave interactions.

4. Design of statistical evaluation methodology of CHAOS. Configuration of CHAOS for
simulations of extreme weather events over the Mediterranean Sea. Employment of
nesting techniques in CHAOS and appropriate design and configuration for long-term
simulations. CHAOS configuration to simulate tropical cyclones such as hurricane Sandy
over the Atlantic Ocean. In that manner CHAOS can be configured in any area even in

global scale.
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8.1.2. Main findings

The most remarkable research findings that emerged from the utilization of CHAOS to simulate

and analyze the atmosphere-ocean wave interaction are summarized below:

1. The atmosphere-ocean wave interactions are characterized by nonlinear mechanisms,
various spatiotemporal scales and complex feedbacks that are described only by the
employment of an atmosphere-ocean wave fully coupled system. The physical and
dynamical processes in surface layer over ocean bodies are totally sea state dependent.
The physical and dynamical processes in surface layer over ocean bodies are totally sea
state dependent. The integrated wind-wave parameterization schemes in surface layer
of CHAOS offer a more realistic representation of the aerodynamic roughness especially
over rough sea surfaces. Young wind-generated ocean waves are dominant on the
modulation of momentum, mass, enthalpy and moisture fluxes in the atmospheric
surface layer. These fluxes primarily modify the atmospheric flow and the ocean wave
growth. An important concluding remark is that two-way coupling change the
equilibrium of air-sea enthalpy and momentum. Atmosphere dynamically loses
momentum and energy by ocean waves but it thermodynamically gains more enthalpy.
Two-way coupling balances lower the energy equilibrium attenuating atmospheric flow
and, consequently ocean wave growth. This implies that two-way coupling simulates a
more turbulent and deeper MABL having a weakening effect on the cyclonic systems as
well. The energy imbalance delays the cyclone evolution and produces an average
increase of the minimum MSLP. Two-way coupling simulates Mediterranean cyclones up
to 2 hPa shallower than one-way coupling mode. The impact on the hurricane Sandy
over the Atlantic Ocean is more intense with up to 5 hPa shallowing or 3 hPa deepening.
The minimum central MSLP of the hurricanes is determined by complex nonlinear
processes unveiling heterogeneities of two-way coupling performance in shallowing or
deepening the system. The troposphere also responds on the perturbations that come
from the sea surface fluxes. Differences in water vapor mixing ratio and relative
humidity are detectable up to 7 km alongside with the wind speed, the vertical velocity
and the temperature up to the tropopause. The lower energy equilibrium in the two-

way coupling mode results to attenuation of dynamical and thermodynamic structure as
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well as of cloud formation. However, such feedbacks are still characterized by increased
uncertainty as they are mainly modulated by complex and nonlinear processes. It is,
thus, difficult to draw distinct conclusions regarding any systematic effect of the sea
surface roughness on the dynamical and thermodynamic structure of the troposphere.

The simulation of atmosphere-ocean wave interactions improves the forecast skill.
During extreme weather events, two-way coupling mode of CHAOS offers robust RMSE
reduction up to 10% and 24% for wind speed and SWH over the sea, respectively, as
well as up to 5% for wind speed, MSLP, temperature and precipitation over the land.
Over the sea, the improvement percentage is approximately proportional but in a
nonlinear way to the intensity of wind and sea state conditions. Moreover, two-way
coupling mode also improves the long-term (1 December 2013 - 1 December 2014)
operational performance of CHAOS by up to 3.7% and 6.3% for wind speed and SWH,
respectively. The improvements in long-term approach are smaller than those in
extreme weather events simulation because low and moderate wind and wave
conditions are dominant reducing the improvements of the forecast skill in higher
intensities. The improvement percentage is approximately proportional but in a
nonlinear way to the intensity. Such response initiates from the explicit estimation of
the Charnock parameter instead of the remained constant parameter (0.0185)
throughout the one-way simulation. Space-time Charnock variability decreases the
medium to high-frequency gravity waves as the roughness length and the friction
velocity are also increased. The roughness reduces for low-frequency waves forming a
more slip sea surface under swell conditions. Additionally, two-way coupling
improvements are evidenced especially over open sea. This may be attributed to the
fact that wave spectrum intensity is dependent to wind-generated waves and,
consequently, to near surface wind speed and fetch (Janssen, 2004). Over open-sea
long-fetch areas, the surface layer of two-way coupled simulation incorporates rougher
sea surface information in comparison to the one-way coupling mode. This causes
reduction of wind speed and intense attenuation of wind-generated waves decreasing
the overestimation of SWH. This reduction mechanism is more prominent over open sea
than over short-fetch areas near the shore. Moreover, SWH is sensitive on near surface
wind speed and, thus, a small decrease of wind speed can cause a more intense

decrease of SWH (e.g. de Ledn and Soares, 2008).



3. The research findings employing nesting techniques in CHAOS have important
implications for solving the problem of complex atmosphere-ocean wave interactions in
small spatiotemporal scales. Nesting in WRF resolves additional frequencies at the tail of
the atmospheric spectrum modifying the momentum and heat fluxes over the air-sea
interface. This finding indicates that, the interactions between short sea surface
disturbances with rapidly time- and spatial-varying winds contribute to high-frequency
wave growth and, consequently, increase the SWH. Nesting techniques in CHAOS refine
the simulations results in higher spatiotemporal resolutions with up to 10% statistical
improvements for the SWH. The improvement in the representation of wave growth has
a positive feedback to the resolve of sea surface roughness, which is statistically
reflected to the wind speed especially near the shore with improvements up to 9% as
well as to the estimation of precipitation over the land. However, nesting increases the
wind speed overestimation over open sea resulting to a slight increase of wind speed
RMSE.

4. CHAOS is able to simulate the wave breaking processes accompanied by sea spray
production on the development of a hurricane over the Atlantic Ocean. The
representation of sea surface aerodynamic roughness only considering wave age
(Smith’s scheme) resulted to partial description of physical mechanisms and up to 16%
improvements. Involving wind-induced wave breaking accompanied by sea spray
production (Liu’s scheme) enriches the representation of atmosphere-ocean wave
interaction with statistical improvements up to 23% and better estimation of central
minimum pressure. This is attributed to the encapsulation of more physical mechanisms
such as the reduction of atmospheric momentum loss during wave breaking. Janssen’s
scheme offered even better overall forecast skill with improvements reaching 24%. The
differences between the schemes may be attributed to the deficient configuration of
the parameterizations employing empirical methods and data. There is lack of
universality in the air-sea parameterizations as proposed by Soloviev et al. (2014).
Summarizing, a future upgrade of Janssen’s scheme incorporating wind-induced wave
breaking and sea spray effects might be an interesting approach.

5. The impact of rainfall on wave formation and evolution is also investigated by CHAQS
after a major upgrade of the Janssen’s scheme to incorporate the effect of the rain
droplets on sea surface roughness length according to an approach by Kumar et al.
(2009). The complex nonlinear rain-wave interactions modify sea surface roughness
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having an overall negative contribution to the atmospheric flow and wave growth. They
also led to an additional modification of energy equilibrium. The heterogeneity of
roughness length variations modifies the asymmetry of a cyclonic system affecting its
central pressure and track. Rainfall intensity and pattern distribution are also
influenced. The incorporation of rain impact on waves during extreme weather
conditions offers statistical improvements up to 3% and 3.6% over the sea and the land,
respectively. The forecast skill improvements especially over the land are partially
attributed to the estimation of a more accurate track. The improvements are smaller
than those resulted by the comparison between the two-way and the one-way coupling
modes. However, these are enough to unveil the important role of rain-wave
interactions in the performance of foresting systems which even today do not

incorporate them.

8.2. Future Plans

Reasonably, the accomplishment of research goals in the framework of this PhD thesis left

some questions unanswered while new research issues born. The proposed issues which future

research could focus can be summarized as follows:
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The investigation of rain-wave interactions including additional processes is in the near fu-
ture plans of author. It is a controversial research issue due to its dependence on many
nonlinear processes and feedbacks. Modifications on the existing parameterization scheme
of CHAOQOS or the implementation of a more advanced one will offer substantial improve-
ments on resolving rain-wave interactions. Other factors such as the air and water viscosi-
ties, the whitecaps, the sea spray due to raindrop striking, the raindrops downfall angle,
the interaction between wind and raindrops as well as the direct mass and momentum

transfer from raindrop to the sea surface will be also investigated.

The impact of the ocean waves on atmospheric chemistry is an additional topic for ad-
vanced research. Ocean waves modulate sea spray production and, subsequently, sea salt
nuclei which are major cloud condensation nuclei. CHAOS has the capability to concurrent-
ly simulate ocean wave, atmospheric, chemical and hydrological processes. Thus, it can
simulate the modification of sea spray production due to sea state and the advection of sea
spray droplets in the atmosphere accompanied by modified momentum, enthalpy and

moisture fluxes. In this context, there is the necessity to implement the appropriate pa-



rameterization schemes for sea salt emissions through both atmospheric flow and sea state

information.

More details see at https://www.espa.gr/.

The impact of the ocean waves on hydrology is also an interesting research issue. Ocean
waves determine both the aerodynamic roughness and sea salt particles distribution which
can indirectly affect hydrological processes taking consideration the feedbacks of these
mechanisms. For this purpose, it is essential to implement algorithms for the representa-
tion of wave-hydro-meteorological interaction processes and to calibrate the complex air-

sea-land equilibriums.
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Appendix

Technical Implementation of CHAOS
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I. Design Decisions

The first step towards the coupling of WRF and WAM was to manage to execute the two mod-
els concurrently on multiple autonomous processors as a so-called “Multiple Programs Multiple
Data” (MPMD) application. To that end, the mpirun (or mpiexec) instruction is employed as

follows:

mpirun -np <nwrf> wrf.exe : -np <nwam> wam.exe

where wrf.exe and wam.exe are the executables of WRF and WAM and <nwrf> and
<nwam> the number of parallel tasks for each model respectively. For example, let’s assume a
computer node with 20 central processing units (CPUs) and running the two models as an

MPMD application allocating 12 tasks to wrf . exe and 8 tasks to wam. exe, as follows:

mpirun -np 12 wrf.exe : -np 8 wam.exe

In this case, both models start running as per allocated number of tasks. However,
MPI COMM WORLD owns all 20 (<nwrf> + <nwam>) tasks. As the two models run using the
same communicator, MPI COMM WORLD, a deadlock may occur since the sum of the tasks allo-
cated for the execution of each model has to be equal to the total number of tasks of its com-

municator (Takayama et al., 2010).

In general, there are three ways to avoid this deadlock. The first solution is to unify the
source code of the two models building one common executable. This approach, though, is in
this case very demanding as the two models are characterized by different code architecture,
grid structure, dynamics, physics, numerical schemes etc. Additionally, since it is a custom solu-
tion for the integration of these specific models, the resulting system would lack extensibility

and interoperability with other models.

The second solution is to introduce a different communicator for each model (Gropp et
al., 1999; Takayama et al., 2010). A first attempt was to build the coupled system employing
solely MPI directives, as the parallelization of both models is developed based on MPI architec-
ture (Snir et al., 1998). This approach, despite being proposed by previous studies (e.g. Katsafa-
dos et al., 2016a), was not chosen for the coupling of WRF and WAM models in the current
work. WRF model already uses an advanced grouping methodology for many internal MPI pro-

cesses while the communication between WRF and WAM tasks requires the introduction of in-
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ter- and intra-communicators. In this context, it is very complex to enable the exchange of in-
formation between the models due to the extensive modifications in MPI architecture of both
models that are required. The exchange of information between the tasks needs to be defined
explicitly and, consequently, such a system is MPI topology dependent and it is characterized by

limited scalability and extensibility.

The third solution is the use of a coupler in combination with MPI directives. Although in
the past, couplers had limited capabilities in terms of portability, flexibility, scalability and effi-
cient use of memory, nowadays there is great evolution in coupling techniques and capabilities.
Hence, OASIS3-MCT coupler is the “state-of-the-art” of couplers and it has proven to be a pow-
erful tool for climate and weather modeling (Valcke, 2015). Previous studies (Béranger et al.,
2011; Masson et al., 2012; Colas et al., 2013; Samson et al., 2014) presenting the use of older
versions of OASIS for the coupling of WRF with the ocean model NEMO (Madec, 2008) were a
positive indication about the plausibility of exploiting OASIS3-MCT for the current coupling
WRF-WAM. Taking also into consideration the advanced features of the current version of
OASIS3-MCT presented in Section 3.3, the decision was to investigate the feasibility of WRF-
WAM coupling using OASIS3-MCT along with MPI directives.

In this context, WRF and WAM models have been configured to run as parallel tasks on
different processors exchanging information through OASIS3-MCT. The role of the coupler is to
support the exchange of information between the two models as well as its spatial transfor-

mation required to overcome the different grid structure of the models.

II. Hardware and Software Infrastructure

The system was initially built on the computer cluster of Atmosphere and Climate Dynamics
Group (ACDG) at Harokopio University of Athens (HUA). The cluster currently consists of 5
computational nodes with 4 Intel Xeon (3.3GHz) CPUs each. However, in order to prove the
scalability of the system, the configuration was afterwards successfully transplanted to the High
Performance Computer (HPC) ARIS consisting of 532 computational nodes of 20-40 cores with

CPU frequency ranging from 2.4 to 2.8 GHz (http://doc.aris.grnet.gr/hardware/).

OASIS3-MCT, WRF and WAM were compiled using Intel Fortran and C compilers (serial and

MPI). Additional libraries were also employed, such as:
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=  MPICH - enabling the MPI capabilities of the system
= NetCDF —required in order to manage netcdf files

= Zlib, libpng, JasPer — WRF-specific libraries

lll. Implementation of WAM - OASIS3-MCT and WREF -
OASIS3-MCT interfaces

To begin with, both WRF and WAM models have parallel structure in the sense that the per-
formed computations are broken down to sub-processes which are executed simultaneously
using multiple computing resources (processors). This architecture requires an overall con-
trol/coordination mechanism which is called communicator. The standard platform used by
both WRF and WAM for message passing between their sub-processes is MPI and each model

runs under the global MPI communicator, MPT COMM WORLD (Barker, 2015).

The standalone execution of WAM requires the MPI routines MPI Init () in order to start the
simulation and MPI Finalize () in order to terminate the simulation. Moving forward with
the creation of the interface of WAM with OASIS3-MCT, the above structure has to get encap-
sulated in the respective initialization and termination function of the coupler. This is achieved
using OASIS3-MCT routines ocasis init comp () and oasis terminate() replacing

MPI Init() andMPI Finalize () respectively:

MPI Init () casis _init comp ()

—

MPIiFinalize() oasis terminate ()

Using oasis init comp (), OASIS3-MCT is appropriately configured in order to iden-
tify WAM as a component that it is coupled with. The global communicator MPI COMM WORLD,
which is the default communicator for WAM and manages the total of (<nwrf> + <nwam>)
tasks, is split into two communicators. Initially, the local communicator, which manages all
<nwam> tasks, is created and then the coupling communicator, required by a subset of the
<nwam> tasks for the communication between WAM and OASIS3-MCT is built. In order to im-
plement this local communicator in the WAM-0ASIS3-MCT interface, the OASIS3-MCT routine

oasis get localcomm() was employed. Additionally, WAM was modified appropriately to
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replace MPT COMM WORLD with the new local communicator in all MPI routines of the model.
As far as the coupling communicator is concerned, another OASIS3-MCT routine was intro-
duced for its implementation, oasis create couplcomm (). The number of tasks managed
by the coupling communicator out of the total of <nwam> tasks is configurable and depends on
the volume of data that need to be exchanged between WAM and OASIS3-MCT. The structure

of the interface becomes thus:

ocasis init comp ()

basisigetilocalcomm()

casis create couplcomm/()

casis_ terminate ()

Similar approach of a local and a coupling communicator is also applied to incorporate
the already existing WRF-OASIS3-MCT interface in the system. The local communicator is creat-
ed first managing all <nwr£> tasks. Afterwards, the coupling communicator is created handling
the tasks used for WRF-OASIS3-MCT communication. However, in this case, OASIS3-MCT rou-
tine casis set couplcomm() is employed instead of casis create couplcomm() that
was used for WAM, as the coupling communicator in WREF is already utilized. Additionally, the
local communicator of WREF is internally split to sub-communicators. This is required in order to

support the more complex computations and structure of WRF.

The split of MPI_COMM_WORLD to local and coupling communicators of WRF and
WAM is illustrated in Figure 1.

It is noteworthy that each of the new communicators renumbers the tasks allocated to
it. Thus, the deadlock described in Section | is avoided and the models can either run separately

or concurrently through OASIS3-MCT even without exchanging information.
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Figure 1: The split of MPI_COMM_WORLD communicator and the creation of local and coupling communicators in both models

|
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WRF and WAM through OASIS3-MCT routines.

In Figure 2, a multi-level flowchart of the parallel execution of the system and the data
exchanges between WRF and WAM through OASIS3-MCT are depicted. In this example, a typi-
cal configuration of WRF and WAM is assumed with time step ratio 1/10 and 3 exchanged
fields, the near surface wind components (u, v) calculated by WRF and the Charnock parameter
produced by WAM. Additionally, the coupling time -the period of exchange of information be-
tween the models- is equal to the time step of WAM. For simplicity reasons, so far, only the ex-
change of the wind field and Charnock parameter between the two models is discussed. How-

ever, CHAOS system has been configured in order to also facilitate the exchange of a number of

other variables during its execution.
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Figure 2: A multi-level flowchart of the parallel execution of the system where the data exchanges between WRF and WAM
through OASIS3-MCT are depicted. The time step ratio between WRF and WAM is 1/10.
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To begin with, three OASIS3-MCT routines are employed in order to define essential
configuration parameters of each interface. oasis def partition() routine is firstly uti-
lized as the processes that exchange coupling data must define their local partition in the global
grid indexing space. Afterwards, oasis def var () is used so as to declare the fields sent or
received during the simulation. Finally, oasis enddef () is called to generate the regridding
files from the previous steps, as well as to synchronize all processes before starting the data
exchange. OASIS3-MCT uses these auxiliary data files for convenience, defining the grids and
the masks of the models being coupled as well as the regridding weights and addresses. The
regridding files are built during the first execution of the system and are only rebuilt in case the

grids of the models have been modified to save execution time.

Moving on, oasis get () and oasis put () routines are used to support the ex-
change of the coupling fields. Each model calls casis get () in order to request and receive
data from the other model through OASIS3-MCT while casis put () is used so as for the
models to send data requested by the other model through OASIS3-MCT. casis get () rou-
tine is called at the beginning of the execution of each time step as each model has been con-

figured in order to use information originating from the other model.

During the first time step (coupling time=0), the values required by the models are
retrieved from initialization (restart) files. However, for the next time steps each model receive
the field that is actually produced by the other one. Since both models have reached the point
of executing oasis get () they will keep waiting until they receive the required fields, result-
ing to a deadlock. This issue can be resolved by introducing the “lag” concept. Setting a LAG
value for one of the models results to shifting of the time at which the data is sent but not the
time at which the data is received. In this case, a lag of 1 WRF time step for WRF is set. Using
this configuration, after the initialization of the two models (coupling time=0), WAM will
execute its oasis get () requesting the wind field for its next time step (coupling time =
1, WAM timestep=1, WRF timestep=10) but it will receive the values that are produced
by the simulation of WRF at WRF timestep=9. Once WRF has completed the execution of
WRF timestep=9 it broadcasts the wind field (oasis put ()) which is then propagated to
WAM while it begins the execution of WRF timestep=10. At this point, WRF will execute
oasis get () expecting the Charnock parameter field from WAM at that time step. Mean-
while, having received the wind field required to execute its next time step, WAM starts the

execution of WAM timestep=1, calculating the Charnock parameter field WRF is waiting for
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and sends the respective data to it using oasis put (). This way, WRF resumes its execution
for WRF timestep=10 and so on. Consequently, WRF calls oasis get () and ocasis put ()
at every time step but the fields are exchanged only when WRF time = coupling time for
oasis get () muiWRF_time=coupling_time—LAGforoasis_put().Inconnastn)VVRE
in WAM model the fields are exchanged for both casis get () and oasis put () when

WAM time = coupling time.

On each data exchange, OASIS3-MCT transforms the data from the grid of the sender
model to the grid of the receiver one as shown in Figure 2. Due to the fact that OASIS3-MCT in-
ternally uses MCT regridding procedures (see more at Valcke et al., 2015), there are several op-
tions with respect to the method of regridding. For the purposes of this thesis, bilinear regrid-
ding was chosen which performs interpolation based on local bilinear approximations. After
each model receives the external data through its coupling communicator, the MPI routine
MPI Bcast () is called in order to broadcast the data from the coupling processes to local pro-

cesses controlled by the local communicator.
To sum up, the interface of each model has the following structure:

oasisﬁiniticomp()
;asisigetilocalcomm()
éasis_create_couplcomm()
éasis_def_partition()
éasis_def_var()
éasisienddef()
éasisiget()
5asisiput()

casis_ terminate ()
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