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ABSTRACT

Bibliographic data is of crucial importance to the academic society as it consists of vital
material for scholars and researchers. Through the years, various attempts have been
conducted in order to exploit this source of information in the best way possible,
revealing many scientific novelties during the process, which were later applied for
other purposes. On the other hand, it has served as a prosperous field of
experimentations for various methodologies in the field of informatics, basically due to
its multiformity. As a result bibliographical data are an ideal test bench for combining

various data mining methodologies and extracting knowledge.

The objective of this thesis is to introduce a novel approach into the problem of
characterizing the scientific impact of authors, not solely based on their publication
record, but also on its impact, on the impact of their co-authors and the evolution of the
above through the years. As a proof-of-concept of our work, we process the publication
record of all authors affiliated with Greek universities as given by the digital library

Scopus.

More specifically, for each author, we collect information concerning the number of
publications and citations in a yearly basis. In addition to this, we construct two types
of collaboration graphs, where each author is connected with his/her co-authors with
edges that denote either the strength or the impact of the co-operation. The graphs are
build in a yearly basis and the weights on the edges are accumulated in order to
aggregate information from previous years. Finally, we apply several graph mining
techniques from biology and social network analysis in order to formulate authors’
sociability in the aforementioned graphs. We then use these features to create change

indexes and depict the evolution of the author’s features in time.

In the next step, we cluster together authors with similar publication, citation and
collaboration profile using the k-means clustering algorithm and a set of well-known
cluster validity measures in order to determine the best number of clusters. The clusters
are consequently labeled using the most characteristic features in the description of each

cluster.

In order to find the most informative features for each cluster we use statistical methods.

Based on these most informative features we illustrate the behavioral pattern of each
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cluster, which corresponds to how the publication, impact or collaboration features
change over time in each of the authors groups. At last we operate a time series
clustering with the dynamic time warping method to cluster the authors based on their

timeline and we compare the results in respect to the aforementioned clustering.
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1. INTRODUCTION

Some introductory information about the purpose and the philosophy of our research.

1.1 AIMS

The purpose of this thesis is to create a methodology for the analysis of researchers’ performance
in publishing articles, being cited and collaborating with other researchers. The methodology is
tested on authors affiliated with Greek universities and uses information from the Scopus database.
However, any other group of researchers and any other bibliographical database (with publication
and citation information per article and year) could be used instead. The features examined for
each author, are related to his/her publications, co-authorships and citations, as well as their
evolution in time. We combine these information in a series of metrics, some are very popular and
other are novel, which in tandem constitute metrics of the significance of a researcher’s work. We

consequently group researchers based on these metrics.
1.2 TECHNIQUES

The methodologies that we employed into representing and extracting knowledge from our data,
are well established ways that are commonly used in knowledge extraction and data mining tasks.
The use of graphs is ubiquitous, in many forms such as multigraph, weighted and power graphs,
from which we extract certain measures of author importance. In addition bibliographical indices
such as papers per year and citations are commonly used, originals and modified to include time
penalizations. This thesis is characterized by the essence of time and how it reacts with the

characteristics and the indices of an author.

Our analysis consists of these steps:

1. Data collection
It is bibliographical information retrieval, based on the digital library Scopus. The material
concerns works from Greek institutions and the respective authors. The basic methodology
in this stage is combining structured, given data with web crawling through the pages of
the digital library, and storing information about the targeted papers and authors.

2. Data pre-processing
The data was distinguished in years, then for each year two types of co-authorship graphs
were constructed, to capture an author’s social “power” and a co-authorship’s impact.

Every yearly graph contained information of the respective year and of the previous years’
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graphs , modified appropriately to achieve penalization by oldness in the edges’ weights.
The information at the edges’ weights of each graph enclosed the citations, number of co-
authors and paper’s oldness on the one hand, the number of papers on the other. From these
graphs and our dataset, we extracted a number of features for each year to capture the
instance of the author’s profile at that year. The features discussed various forms of the
citations, the papers, the impact of an authors collaborations, his significance based on his
position in the graph, his co-authors’ and extended community’s strength etc. To calculate
these we applied certain graph mining methods like power graph and eigenvector analysis.
We then use these features to create change indices and depict the evolution of the author’s
features in time.
3. Knowledge extraction

The authors’ categorization is the desirable outcome of this analysis. It was achieved using
the dataset with the change indices and the K-means clustering algorithm. The right number
of clusters was determined by running experiments with the algorithm and measuring a set
of clustering validity indices, like Dunn index (Dunn, 1973), Davies-Bouldin (Davies &
Bouldin, 1979), average within group sum of squares and average distance between cluster
centroids. The tagging of the clusters was based on prominent values of their features. In
addition a feature selection process was conducted using singular value decomposition in
an aggregated form of the clustered dataset, in order to define the most impactful on
clustering characteristics. Finally, a dataset with the authors’ time series of the most
impactful feature was build, to manage a time series clustering using the dynamic time
warping measure and partitioning around medoids. The results were evaluated in respect
to the first clustering and a rate of success was recorded.

In summary, the main contributions of this dissertation are:

e Construction of Greek affiliation authors dataset using sophisticated methods. For example
part of this phase demanded the identification of unidentified authors. The identified co-
authors of an unidentified author, allowed us to construct an id resolution mechanism,
which tallies a candidate id for an unidentified author, based on its collaboration frequency
with the identified co-authors.

e The oldness factor of each collaboration, and its weights analogically reduction. The
oldness factor depicted in bibliographical measures (e.g. citations retrieved penalized by
year). Change indices on bibliographical measures.

o Evaluation between time series clustering and simple clustering of change indices.
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1.3 DISSERTATION STRUCTURE

The thesis is organized as follows: Section 2 presents some rudimentary concepts that the reader
should be familiarized with, in order to fully comprehend the stages of the analysis. Section 3
presents the theoretic aspect of the methods that we used, some of them being already renowned
techniques in the field of informatics while others are newer concepts and the rest are ideas that
we propose. Section 4 describes the methods in a more practical manner, with respect to the
implementation details. Section 5 bestows some examples in order to better understand some of

the thesis’ critical notions. Section 6 winds up the research and gives pointers to future work.
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2. BACKGROUND

This section provides some fundamental information on the technologies and procedures which

we employed and is necessary, in order to understand the remaining of the thesis and the analysis

we followed.
2.1 SCOPUS

Our analysis focuses on certain Greek universities (see Appendix 7.1) research activity of the last
fifteen years. In our attempt to ensure that our work's results will be as reliable as possible, we
gathered our data from one of the most eminent sources of bibliographical data, the digital library
Scopus.

2.1.1 ABOUT

Scopus is a bibliographic database, which contains containing titles, authors and citations for
academic journal articles. It covers approximately 21,000 titles (journals and conferences) from
over 5,000 publishers, concerning scientific, technical, medical, and social sciences. It is owned
by Elsevier, which is an esteemed publishing company, and is available online by subscription.
Scopus search incorporates searches of scientific web pages through Scirus, another Elsevier
product (Kulkarni, Aziz, Shams, & Busse, 2009). Moreover, Scopus offers author profiles,
containing affiliations, number of publications and their bibliographic data such us references, the
number of citations each published document has received as well as entrenched analytics to
present a general picture of the author’s career. It has registration advantages, like observing an
author’s change in time and calculating the respective h-index. In comparison with other similar
libraries, Scopus offers 20% more coverage than Web of Science, covers a wider range of journals
than PubMed and has more consistent results than Google scholar, which provides more
inadequate, less often updated citation information. (Falagas, Pitsouni, Malietzis, & Pappas, 2008)
(Erten, Harding, Kobourov, Wampler, & Yee, 2004)

2.1.2 FACILITIES AND LIMITATIONS

Scopus provides publication data using various methods (e.g. API, structured file, browsing). The
limit for downloading article information in a single csv file is 20000 publications. One can
download multiple csv files, if for example downloads one file per institution. The features of

every publication are the year that it was published, the name of the authors (without ids), the ISSN
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and the title of the journal, the number of pages, the total citations from publication since 1997,
the citations per year from 1998 onwards. Though large in volume, this dataset lacked in a vital
substance, an author identifier, rendering the information deficient. That was due to the fact that
in case of synonymies we were exposed into mixing information of two or more different authors

into one.

2.2 CO-AUTHORSHIP GRAPHS

Collaboration graphs (Odda, 1979) are widely used in the field of mathematics, social sciences
and informatics, mainly in the domain of social network analysis. Collaboration graph is a graph
structure, where the vertices are the persons who collaborate with each other and an edge
connecting them shows a collaborative relationship between them. In co-authorship graphs the
relationship depicted by the edge can be co-writing of a paper or of many papers. In general,
someone can argue that the use of graphs is quite versatile and may serve into capturing many

information of a network between authors.

2.2.1 EDGE WEIGHTS

The weight of the edge can represent various things as well. The citations that the paper has gotten,
or the amount of papers that the two authors have co-authored, are a few apparent examples. The
weight of the edge is usually proportional to the nature of the graph, meaning that a simple graph
with citations of a paper in the edge, will turn into a multigraph ,when the two authors write a new
paper , since a new edge between them will be added. On the other hand, if we keep a single edge
for each co-author pair, then we either loose the information of the second publication, or we
modify the weight of the edge into e.g. the sum of citations that the two co-authors have gotten.
An alternative way used in many cases is a hyper graph (O'Madadhain, Hutchins, & Smyth, 2005).
A graph containing the same vertices as in the aforementioned cases but with hyper edges, can

show a co-authorship of a paper with simultaneous edges between its authors.

2.2.2 EDGE DIRECTION

Generally edges can be directed or undirected. When referring to co-authorship, they are usually

undirected due to their mutuality and because someone can not strictly define the direction of the
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edge. Directed edges in the graph, can depict the citations that an author has made to papers of
another author. This pattern is more recognized in another popular bibliographic graph, a citation
network (An, Janssen, & Milios, 2004). In this case the vertices can depict papers and the edges
depict the references that a paper has to another paper. It can help reveal author homogeneity,

similarity between papers (Martyn, 1964) etc.

2.2.3 GRAPH-BASED INDICES

Typical indices for bibliographic graphs have been borrowed from social network analysis and
graph mining, such as normalized degree (Borgatti & Everett, 1999) , betweenness (Freeman,
1977)etc. Recently more special formulas have been proposed for specific use in bibliographical
graphs. Eigenfactor (West & Wiseman, The Eigenfactor Metrics, 2008) the importance of an
article or a journal based on the amount and rate of citations it receives from influential articles
or journals. Though proposed initially for citation networks, it has been applied to authors too

(West, Jensen, Dandrea, Gordon, & Bergstrom, 2013) with the same philosophy.

2.3 POWER GRAPHS

Power graph analysis is mainly used in the field of bioinformatics to visualize complex networks
without losing information (Royer, Reimann, Andreopoulos, & Schroeder, 2008). This
methodology has been successfully applied to co-authorship networks in the past, (Tsatsaronis, et
al., 2011) (Varlamis & Tsatsaronis, 2012).

2.3.1 DEFINITION

Power graph identifies basic motifs such us star, clique and biclique in the graph and uses them to
construct a compact depiction of the graph. This is achieved using power nodes, which is a circle
enclosing nodes or power nodes, and power edges, the edges between power nodes. The

transformation of the motifs into power nodes is depicted at Image 1 and follows this methodology:

e Bicliques are two sets of nodes with an edge connecting every node in the one set with
every node in the other. In a power graph, a biclique is depicted as two power nodes
consisting of the nodes in the initial two sets, and a power edge between them.

e Cliques are a set of nodes with an edge from every node to every other node. In a power
graph, a clique is represented by a power node containing all the authors that connect to
each other, with a loop.
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e Stars are one set of nodes and one other node, with an edge between every node in the set
and the distinct node. In a power graph, a star is represented by a power edge between a
regular node and a power node that has all the nodes to which the regular node is connected

to in the regular graph.

M
|
(

Image 1: GRAPH MOTIFS IN POWER GRAPH
REPRESENTATION

2.4 CLUSTERING

Cluster analysis is the procedure in which a group of objects is arranged in smaller groups, based
on the similarity of the objects inside each sub group and their dissimilarity with the objects in the
rest of the groups. These groups are called clusters. It is a common technique used in data mining,

machine learning, statistical data analysis etc.

2.4.1 CLUSTERING ALGORITHMS
Clustering algorithms can be classified according to their cluster models.

e Centroid models: Centroid based models depict the clusters as mean vectors, which may
not be an object in the data set clustered e.g. K-means (MacQueen, 1967).
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e Connectivity models: Models using connectivity, create groups based on the distance
connectivity of the observations e.g. Hierarchical (Johnson, 1967).

e Distribution models: Clusters are defined exploiting statistical distributions of the data.
(Xiaofei, Deng, Yuanlong, Hujun, & Jiawei, 2011)

e Density models: Creates the clusters based on the density of the observation values in the
data space e.g. DBSCAN (Martin, Kriegel, Sander, & Xu, 1996).

2.4.2 CLUSTER VALIDITY

Cluster validity is a term referring to the degree that the clusters produced by the clustering
procedure, are indeed an existing structure in the initial dataset, hence the clustering was
successful. The validity metric chosen in many cases depend on the analysis’ data and intentions
(Halkidi, Batistakis, & Vazirgiannis, 2001). This means that the metrics used for a labelled dataset
clustering (external), is different to the ones used for a non-labelled (internal). Similarly the
clustering evaluation in cases of algorithm efficiency comparison, is different from the cases where
the analysis aims at adequate clusters. Generally internal cluster validity measures traverse the
clusters in the data space and measure the values of formulas based on the distances of the
observation, the centroids, the medoids, the structure, the size or the density of the clusters. E.g.
Silhouette (Rousseeuw, 1987) .External measures, on the other hand, use data labelled with the
right clusters (supervised method). The clustering algorithm runs and the results are evaluated

based on how close they are to the predetermined labels e.g. Rand Measure (Rand, 1971) .
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3. METHODS

Specific methods that we embodied, modified or created during our research.

3.1 DEFINITIONS

The metrics that we formulated in the rest of the Methods stage, contain specific measures that

should be clarified:

e P, = Setof author's i papers.
e t, = The year we examine.
o t,="Year 1998,the year were our dataset starts.
e tz =Year 2005, the year were our dataset ends.
o pap;(j) = Number of papers the author i had writen during year j.
e cit(i,j) = Citations that paper i recieved at year j.
e qaut(i) = Number of authors that co — wrote paper i.
e vyear(i) = Publication year of paper i.
e N, = Set of nodes neighbor to node x.
e FE(i,x) = The between x and i edge's weight in the quality graph
e PN, = Set of power nodes neighbor to power node x.
e PC, = Set of power nodes containing power node x.
e PW(x) = Weight of power node x.
e PE(y,x) = Weight of power edge connecting power node x and power node y.
e (l = Set of clusters.
e ; = Cluster i'scentroid.
e d(i,j) = Distance between point i and point j in data space.
o A=
Eigenvector centrality constant, which depends on the choice of normalization.

3.2 GRAPHS

The use of collaborative graphs enabled us to represent author information in various dimensions,
like time resistance and social significance. For this purpose we took advantage of the flexibility
the graphs provide into the properties of edge weights, as well as the fact that the graphs expanded

as the years passed, producing important clues about an author’s activities.
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3.2.1 GRAPH EVOLUTION

The co-authorship graphs were evolutionary. This means that each year did not just contain the
collaborations established in that year, but accumulates all collaborations until that year. Hence,
if two authors have co-authored one paper in 1999 and two in 2000, the graph of 2000 will contain
the paper of 1999 and the two papers that they have co-authored in 2000. Same thing applies for
the citation a collaboration had gotten. The difference in this case lies in the citations the paper is
depicted to have taken in each year. The citations are cumulative, meaning that as the time passes,
the references made towards a paper from other papers can only increase or stay stable, because
references cannot be erased. The graphs created for each year depict the impact of the paper in a
given time, thus it is essential to take into consideration the citations gotten until that year, not just
the ones made during that year. For example, a paper written in 1999 will be represented in the
1999- graph with the citation that the paper got at 1999 . In the 2000-graph, the citations taken into
account will be the ones made until 2000, which means the citations of 1999 and the citations of

2000. Same applies for the rest of the years.

3.2.2 EDGE WEIGHTS

While the graph structure captures the social impact of an author, the weight of the edges contained
another vital substance in our analysis, the actual impact of a collaboration. A co-authorship is
mapped to an edge between the two authors in the yearly graphs. This implies that this edge should
enclose the information of all the papers the two authors have co-authored in until the year of the
yearly graph. This knowledge aggregation is of crucial matter, since it must take into account every
aspect of each of the papers’ impact. Best suited to the research’s needs, were a pair of graphs with

different edge weights, so as to capture as many dimensions of the problem as possible.

3221 QUANTITY EDGE WEIGHT

The edge weight of the quantity graph represents the co-authorship volume (CV) of two authors
x, y is the amount of times author x and author y have co-authored in a paper until time t, (the

number of papers).

CV(x,y) = Z 1 yyear(i) <=t, (D

ViEPxNPy
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3222 QUALITY EDGE WEIGHT

The edge weight of the quality graph represents the co-authorship impact (CI) of two authors x, y

is the aggregated impact of a list of papers co-written by the two authors and it is defined as:

ax N, cit(i,)) + B
Cl(x,y) = Z aut (i) = (1 + t, — year(i)) ,year(i) <=ty (2)

ViEPxNP)

The essence of this model is that a paper’s impact in a given time t,is analogous to the citation it
has had until this time, reverse analogous to the number of co-authors that took part in writing it
and to the year it was published minus t,,, which depicts how old is the paper at time t,,. The +1
at the denominator covers the case where t,, = year(i) (when the paper is written in the current
year t,). For every two authors , the sum of all of their paper’s impact, is the impact of their
coauthorship at a given time t,,. The choice of values a and S, denotes the interest on the impact
of an author’s work (o) or on the quantity of his/her publications (). In our experiments, we decide

toset « = 0,7 and § = 0,3 but this definitely needs further experimental justification.

3.2.3 GRAPH FEATURES

During the process of composing datasets with author features, to employ them during clustering,
we used graph mining techniques to capture the social impact of the author. These techniques,
coming from social network analysis and bioinformatics, resulted in particular indices describing
knowledge for each author, which were later set as author characteristics. These features capture
every aspect that denotes the strength the author holds in the network. Due to the time penalization
of the edge weights, an author’s co-authorship’s impact is measured in a quite accurate way. In
addition, the power of the author’s co-authorship group as well as his extended community (the
co-authors’ co-authors) are included, from both the quantity and the quality perspective. Obvious
measures such as the number of co-authors and the position of the author in the network are also

taken into consideration.

3231 FEATURES IN QUALITY GRAPH

The graph containing the quality essence of a collaboration was chosen to extract author

characteristics from, mainly because the impact of the collaboration is best depicted in the quality
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aspect. Indices that have to do with the structure of the graph, are the same in both the quality and

the quantity graph.

3.2.3.1.1 EIGENVECTOR CENTRALITY

The eigenvector centrality (Bonacich, Factoring and weighting approaches to status scores and
clique identification, 1972) (Bonacich, Some unique properties of eigenvector centrality, 2007) of
an author x (Eigen(x))corresponds to the impact the author had based on his position in the co-
authorships graph at a given time. Based on the fact that an edge with an eminent author is more
important to the score in question than an edge with a not so successful author, eigenvector
centrality calculation assigns initial equal values to every author and then recalculates them based

on the connections each node has. This iterative process ends when the values converge.
. 1 .
Eigen(x) = ; Yen, Eigen(t) 3)

3.2.3.1.2 DEGREE

Degree (Borgatti & Everett, 1999) of an author x (Deg(x))is the amount of edges he has in a

given time, hence the amount of co-authors he has.
Deg(x) = |Ny| 4)

3.2.3.1.3 COLLABORATIVE WEIGHT

An author’s x collaborative weight (CLW) is the sum of the author’s edges’ weights. The

interpretation of this is the general quality of the author’s collaborations in a given time.

CLW (x) = Yyien, E (i, x) (5

13.2.3.2 POWER GRAPH

Our graphs were particularly dense. Power graph analysis is specialized in extracting knowledge
from dense graphs, mainly in bioinformatics. We applied this methodology in order to extract
some extra information about our authors. Both graphs, quantity and quality, were transformed
and mined. Hence, there were created pairs of the same feature, each corresponding to the value
in the quality and the quantity power graph respectively. The information that we can extract from

a power graph, regards to an author’s collaboration with strong individuals or groups and it is
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analogical to the weight of the collaboration itself. We can also get a feel of the extended co-
authorship society that the author belongs to. Thus we can expect increased features on authors
who belong to an eminent co-authorship group or are part of a general successful scientific society,

like an eminent institution.

3.2.3.2.1 POWER NODE WEIGHT

The power node weight (PN,,¢;4) that the author x belongs to, in the quality and quantity power

node. Which stands for the authors close community impact in the graph.

PNweight(x) = PW(x) (6)

3.2.3.2.2 POWERCLIQUE WEIGHT

The power node clique weight (PN¢;;4y¢) that the authors belonged to, in the quality and the
quantity power node. Which stands for the weight of the extended community of the author,
meaning the co-authors that his co-authors have and their bonds. For each power node , its clique

weight is defined as

PNaique(@) = ). PEGX) «PW@D+ ) PW() )

ViEPN, VjEPCy
3.3 TIME EFFECT

As mentioned above time plays an important role in our analysis. Each section of our knowledge
extraction process has a time related aspect. In every case, we tried to interpret in the best way the
dimension of time, either with conservative methods, or with novel approaches. From our
perspective, as the age of an occurrence increases, its impact becomes weaker. That derives from
the fact that as time passes more innovative ideas surpass the older ones, leaving the latter rest in
history. Of course in science every opinion is useful and can be reexamined, that is why we apply
our theory in citations too, this way the really successful old works stay on top. It is important to
clarify that this theory is exploited in categorizing authors based on their work, not the ideas
themselves. The novelty lies in the time penalization method, which is not so common at
bibliographical research. The common approach for oldness is an N-year index, in which case the

incidents in N last years are taken into account. A more sophisticated technique can reveal
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information like an author’s dynamic or his endurance in time, that could not be clearly derived

with the conservative perceptions.

3.3.1 TIME PENALIZED FEATURES

The yearly datasets consisted of author characteristics in every year. A part of these characteristics
consisted of graph related metrics while the rest had to do with the independent measurements of
an author. These values depicted the author success as an individual, without taking into
consideration the social parameter, similar to the well-known productivity measure h-index
(Hirsch, 2005) .

13.3.1.1 SUM OF PAPERS

The papers sum (P,,,,,) that an author x had written until a given time tn.

tn
Poym (x) = Z pap, (i) 8

i=t0

23.3.1.2 PAPERS PENALIZED BY OLDNESS

The amount of papers an author x had written until a given time to penalized by oldness

(Ppenatizea)- The formula used for this is
- @)
pap,\i
Ppenalized(x) = £ 1+ tjl D) 9
1=0o

The intuition behind this, is that the amount of papers an author has written is more important
when he wrote them closer to the current time and not the distant past.

13.3.1.3 CURRENT PAPERS

The amount of papers an author x wrote at time t,,, showing how active is the author at current

time (P_now).

Pnow(x) = pap(tn) (10)

23.3.1.4 SUM OF CITATIONS
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The sum of the citations (Cit_sum) that the author x’s papers had gotten until time t,,.

tn

Citgym(X) = Z Z cit(i, ) 1)

i=to VjEPy

23.3.1.5 CITATIONS PENALIZED BY OLDNESS

The sum of the citations that the author x’s papers had received, penalized by oldness (Cityenatized
):

tn

_ B cit(i,j)
Citpenatizea(x) = Z z (1+i— year()) (12)

i=t0 VjEPx

This can be better understood with an example. If we are examining time 2004 and an author has
written an article at 2001, gathering these citations: 2 at 2001, 20 at 2002, 30 at 2003 and 15 at
2004, this article has 2/(1+2004-2001) + 20/(1+2004-2002)+30/(1+2004-2003) +15/1=37,16
citations. Now if we examine the article at 2005, and the citations have become: 2 at 2001, 20 at
2002, 30 at 2003, 15 at 2004 and 3 at 2005, this article has 2/(1+2005-2001) + 20/(1+2005-
2002)+30/(1+2005-2003) +15/(1+2005-2004)+3/1=25,9 citations

The essence of this is that the citations an article has had, have more impact at time t,, as they had
been earned closer to it, because an old citation may not be valid by the current time. It makes
sense that the second case has less impact than at the first case because in the first case, the paper
has obtained more citations closer to the time t,,, which means that it is up to date in contrast to
the second case where it has gotten 3 citations at its time, showing that it is not so current anymore.
This is an intuitive way to capture the meaning of temporal impact and observe its progression in

time.

23.3.1.6 CURRENT CITATIONS

The sum of the citations that the authors' papers got at time t,,, showing how much impact do the

authors paper have at current time (Cit,ow)-

Citnow(¥) = ) cit(tn)) (13)

VjEPy

3.3.2 CHANGE INDICES
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To include the change of the aforementioned features, the dataset that we used to cluster the
authors combined the yearly datasets, exploiting a change index of 5 measures, for each feature,
to capture their evolution and the nature of each author’s features changes through the years. The
change index contained 4 change metrics and one metric represented the overall level of the

feature. In the formulas below, f (i) is the value of an examined feature in year i.

3321 MIN & MAX FEATURE CHANGE

The maximum and minimum change that the feature has undergone (minC & maxC), showing the

peak and the lowest deviation the feature have had.
minC = min(f(i) — f(i — 1)) (14)
maxC = max(f(i) —f(i—- 1)) (15)

i € [ty t,]

3322 LAST FEATURE CHANGE

The last change of a feature (lastC) to depict the author's dynamic in this dimension at that time.

lastC = f(t,) — f(t, — 1) (16)

23.3.2.3 SUM OF FEATURE CHANGES

The sum of the features changes (sumcC), representing its stability and the nature of its rate

(positive-negative).

tz
sumC = Z F—fG—-1) a7

Jj=to

3.3.2.4 FEATURE VALUE

The aforementioned measures depict the characteristics of the change that the feature has
undergone. In order to determine the value of the feature through time we create a last index

Feature Value (featVal), which varies depending on the nature of the feature:
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e Penalized Features (papers, citations, normalized, graph features): The last value. Since
these features are decreasing based on the years by definition, the last value depicts the
overall value of the author’s characteristic.

e Cumulative features (papers, citations until time N): The last value divided by the number
of years the author has occurred in. It represents the average value.

e Temporal features (papers, citations at current time): The sum of values in every year,
divided by the number of year an author has occurred in, summed with its trend. The trend
of a feature is measured as the gradient (inverse tangent of slope, in radians) of the linear

regression fitted in the feature’s values in time.

3.4 FEATURE TABLE

The following table summarizes the features that we implemented and have defined until now.

Table 1: AUTHOR FEATURE TABLE

Name Origin Explanation Method Pointer

Poum Database | The amount of papers an | 3.2.1.1
author had written until the

year of the dataset.

Ppenatizea | Database The amount of papers an | 3.2.1.2
author had written
penalized by oldness.

Pow Database The amount of papers an | 3.2.1.3
author wrote at the year of
the dataset.

Citsym Database The sum of the citations that | 3.2.1.4
the authors' papers had
gotten until the year of the

dataset.
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power graph of the dataset’s

year.

Citpenalizea | Database The sum of the citations that | 3.2.1.5
the authors' papers had
gotten , penalized by
oldness.
Citnow Database The sum of the citations that | 3.2.1.6
the authors' papers got at the
year of the dataset.
Eigen Quality The eigenvalue of the|3.1.3.1.1
Graph author in the quality graph
of the dataset’s year.
Deg Quality The degree of each authorin | 3.1.3.1.2
Graph the quality graph of the
dataset’s year.
CLW Quality The sum of the author’s | 3.1.3.1.3
Graph edges weight in the quality
graph of the dataset’s year.
WPNyign: | Quality The weight of the power | 3.1.3.2.1
Power node that the author
graph belonged to, in the quality
power graph of the dataset’s
year.
WPN_jique | Quality The clique weight of the | 3.1.3.2.2
Power power node that the authors
graph belonged to, in the quality
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SPNyeigne | Quantity The weight of the power | 3.1.3.2.1
Power node that the author
graph belonged to, in the quantity
power graph of the dataset’s
year.

SPNgjique | Quantity The clique weight of the | 3.1.3.2.2
Power power node that the authors
graph belonged to, in the quantity
power graph of the dataset’s

year.

3.5 AUTHOR CLUSTERING

The categorization of the authors is indisputably a clustering task. To determine the optimal
number of clusters in the evolution dataset, we run a series of experiments using clustering validity
indices and then we use the result to run a clustering algorithm. The clustering aims at identifying
specific patterns in the change rate or the average values of the author’s characteristics. It then
proceeds into discriminating the authors based on these patterns and their feature dissimilarity. In
addition an aggregated dataset is constructed, with more meaningful features and a feature
selection process acknowledges the impact each of them would have in clustering procedure. Then,
it uses the top feature to run a time series clustering based on its time lines. We than compare the
similarity of the two clustering results and evaluate the success rate of the latter. Finally we use
the results from the first clustering to reveal the features each cluster stands out at, in order to

characterize it, classifying the authors in it. The workflow in image 2 depicts the line we followed.
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TIME SERIES
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LABELING
TS-KM
CLUSTERING
COMPARISON

Image 2: CLUSTERING STAGE FLOWCHART

3.5.1 CLUSTER VALIDITY

The evaluation measures are used to determine the efficiency of the clustering. Since the clustering

Is unsupervised (without labels), indices from internal validation were applied.

3511 AVERAGE WITHIN CLUSTER SUM OF SQUARES

It is the sum of the average sum of squares of every cluster divided by the number of clusters. The
average sum of squares is defined as the sum of distances between each point of the cluster and
the cluster centroid squared , divided by the number of points. Its meaning regards to the average

inconsistency of the clusters, hence the less the better.
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Zvaej A(x, ¢)°
ZvjeCl |]|

|CT]

avg(WCSS) = (18)

23.5.1.2 AVERAGE DISTANCE BETWEEN CLUSTER CENTROIDS

The average intercluster distance is the average of the pairwise distances between every cluster
centroid (avg (DBCC)). It represents the average distance between the clusters and since we want

the cluster to be as distinct as possible, this index should be as high as possible.

Yiectjectizj A(Ci ;)

DB = 1
avg(DBCO) ==/ -1,z (19)
3513 DAVIES-BOULDIN
This index is formulated as:
L& Dvxei A, Ci)2+ZVy€jd(y' Cj)z\
|i] I/
DB = _Z . 20
. 1maxm,l I (20)
1=

d(ci ¢) /

The intuition of this model is that the desired algorithm should produce clusters with low intra
cluster (numerator) and high inter cluster similarity (denominator), which means that the smallest
the Davies-Bouldin the better. We want small intra cluster distances to capture the fact that the
points of a group should be close to the respective centroid. On the other hand we need high

between clusters distance, in order for the groups to be as more distinct as possible.

135.1.4 DUNN

The model is defined us:

d(ci, c;)

ZVpek(xp - Ck)z
kmaxlsksn k]

(2D

DU = mlnlslsn minlSan,i;tj

Its aim is to identify dense and well separated clusters. It is based in minimum intercluster and

maximum intracluster distance. The minimum intercluster distance is measured as the minimum
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distance between two given cluster centroids in any of the features. The maximum intracluster
distance is defined as the maximum within group sum of squares in any cluster. Having the same

essence of Davies Bouldin, but reversed, we want it to be as high as possible.

3.5.1 K-MEANS ALGORITHM

The algorithm used for our project is k-means. K-means algorithm is an iterative partitioning
approach based on a given distance and a given number of clusters K. It starts with K random
centroids and then uses the given distance and the values of each observation to assign the
observation to the closest centroid. It thereafter re calculates the centroids for each group, using
the distances between the values of each observation in that group. Than each observation is re
assigned to the closest of the new centroids. The iteration goes on until the centroids are stabilized,
meaning that they do not change through the iterations. The distance metric used was Euclidian

distance, which is recommended for continuous values.

3.5.2 FEATURE SELECTION

The feature selection process is a rudimentary mechanism in data mining and analytical statistics
to produce a subset of the initial data set, highlighting some features that are of greater importance
or influence to the model you want to use or to the analysis you want to do. Many algorithms and
formulas are recommended in, proportional to the purpose and the nature of the analysis. A feature
selection algorithm usually includes search for feature subsets and evaluation indices for each
subset. When the model is supervised, most suitable are measures such us Pearson’s correlations
coefficient (Pearson, 1895) and mutual information (Manning, Raghavan, & Schutze, 2008) in
relation to the features and the class. In case of unsupervised learning the selection is based on the

feature values characteristics, like their deviation or their correlation among them.

13.5.2.1 DATA COMPRESSION

For this part, we tried to create a more compact dataset, with more intuitive columns then the ones
referring to the change of the characteristics (3.2.2). We achieved that by aggregating these change
features, in favor of revealing the most impactful of the initial 13 author characteristics stated at
3.1.3 and 3.2.1 .We chose these features as they can become easier to interpret, in contrast to the
change features which are too complicated and overanalyzed for such a task. The aggregation to

one feature was achieved by grouping the change features derived from the same feature and its
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changes. For example the 5 features originated from the initial feature B,,,,(3.3.1.3) will be

aggregated like this:

aggrind = (minC(Poy) + maxC(Pyoy) + LastC(Pooy) + sumC(Pooy))
* featVal(Pyow) (22)

This formula can be explained by taking into account that all the change features are equally
important to the value that represents the feature. In this way we split equally the weight of the
feature representation through time into the change factor and the actual value factor.

3522 SINGULAR VALUE DECOMPOSITION

Singular value decomposition is an efficient statistical technique to decompose a dataset with
matrix decomposition, find the singular values explaining most of the variance and then
retransform it back with only these values, achieving dimension reduction. The decomposition of

a dataset X looks like this:
X=UxD=VT (23)

Where the columns of the right singular vector  are orthogonal to the columns of the left singular
vector U and D is a diagonal matrix with the singular values. Each singular value in the D explains
a percentage of variance in the dataset. Each one of the right singular vectors, shows which
columns contribute to the variance of the corresponding singular values. In this way, we can extract
columns that contribute the most to the variance of the dataset, hence to the clustering too. This
can be achieved by keeping the singular values that explain a large amount of variation and then
finding the values of each column in the corresponding right singular vectors. Summing the right
singular vector values, for each “strong” singular value, results in a vector with one value for each
column, depicting the amount of contribution this feature has to the most of the dataset’s variance.
Keeping the ones over a certain threshold, will reveal a set of characteristics that are important

into the clustering process of an author.

3.5.3 TIME SERIES CLUSTERING

Having a time related set of datasets, we can represent each of the features as vectors in time. An
author’s vector, shows the progression of the respective characteristic through the time examined.
For one feature, this results in a new dataset of a vector per author, with number of columns

proportional to the amount of time units examined. We can then cluster the authors with a common

GEORGE PANAGOPOULOS PAGE 30 OF 103 JULY2014



KNOWLEDGE EXTRACTION FROM BIBLIOGRAPHIC DATA

algorithm like partitioning around medoids (Kaufman & Rousseeuw, 1987) , based on their vector
similarity, using dynamic time warping (DTW) (Berndt & Clifford, 1994) as a distance measure,

instead of Euclidean distance or other conventional continuous distance measures.

23.5.3.1 DYNAMIC TIME WARPING

DTW is an algorithm for measuring similarity between two temporal sequences, regardless of time
or speed difference. This means that a time series can be compared with another time series even
if their lengths differ. This makes it perfect for our case, since we want to cluster authors that
appear in different time points throughout the time span that we examine, thus creating vectors of
feature values with various lengths. To find the similarity between the two feature vectors from
two different authors, DTW warps the two sequences in the time dimension to determine their

similarity separated from non-linear variations in the time dimension.

3532 PARTITIONING AROUND MEDOIDS

PAM is a clustering approach similar to the k-means algorithm in 3.3.1. Both of them aim at
diminishing the distance between points in the same cluster breaking the dataset into group. Both
of them are iterative and recomputed their clusters in every iteration until the points in the clusters
converge. Their main difference regards to the fact that PAM uses existing data points as cluster
centers, in contrast to k-means which uses points representing the mean values of the points in the
cluster. In addition, PAM works with an arbitrary matrix of distances between observations, which

was the main reason why we chose it to work with the DTW distance.

3.5.4 CLUSTER LABELING

The clusters that are produced from a clustering procedure, are formed due to certain patterns in
the data. Namely in our case, the authors are categorized based on their features’ behavior. This
has as a result certain clusters to show special values in some of the features, in contrast to the rest.
This property was exploited in our analysis, to name each cluster based on specific pattern of its

features. The value of a cluster’s feature, correspond to the centroid of the cluster in that feature.
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4. IMPLEMENTATION

The application of the methods, explanation of the code and apposition of the technologies used.

4.1 CRAWLING

The information in the csv files provided by Scopus was deficient, as it lacked a way to identify
authors. That was due to the fact that our paper dataset contained only names of authors, not
identifiers , thus in case of synonymies we were exposed into mixing information of two or more
different authors into one. We attempted to cover this gap using a combination of the given csvs

and a sequence of web crawling techniques.

4.1.1 CRAWLING THE PAPERS OF THE INSTITUTIONS

We first attempted to gather as much papers as possible, with identified authors. For that aim, we
crawled the pages of the papers that belonged to each of our institutions in descending order based
on the paper's citation. The reason behind this order is that we intended to gather the papers with
the biggest impact, as Scopus limited us into visiting only 2000 papers for each institution. The
number of the authors in papers depicted in that page is up to 10. In case of authors being more
then 10, the author list has a symbol (...) to express that there are more authors for that paper. The
crawler used the java libraries httpclient! to fetch the page and htmlicleaner? to clean the html code.
We then proceeded into obtaining the title of each paper, its corresponding authors, their ids based
on the link in the author's name which led to authors' Scopus page, using xpath (Harth, Umbrich,
& Decker, 2006)on the clean html code. In addition to this, we kept an auto increment id in our
dataset for every paper, and a 'more' field to determine whether it has more authors then shown or
not. At this point we had two datasets. The dataset Scopus gave us with 134.567 papers with
unidentified authors and the crawled dataset with 32.352 papers and a percentage of authors
identified.

4.1.2 AUTHOR PAGE CRAWLING AND ID MATCHING

L http://hc.apache.org/httpcomponents-client-ga/index.html

2 http://htmlcleaner.sourceforge.net/index.php
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At this point we needed to tally the authors in papers in the crawled dataset, to those of the
corresponding paper in the given dataset, and secondly store information for each author
distinctively. For start we tried to identify the authors in papers in the given dataset, that we
encountered during the 4.1.1 process and had no 'more’ authors then shown in the web page, so
every author in this paper was identified. This was done, marking each paper in the given dataset
with the identifier of the same paper (based on year and title) in the crawled dataset. After that, for
each paper we tallied the authors in the former dataset with the authors in the latter, together with
their ids. During this process we had the name and the author's id, and we used them to store
information about him/her, using two crawlers. The first one used the author's id to fetch the
authors page in the same manner as in the 4.1.1 and used xpath to draw his/hers full name,
affiliation, city-country and field of expertise. The second crawler would emerge when the first
one could not find the page. It exploited the Scopus search for the author’s name and searched the
result list. The target is the author that has the same id in his link, as the id of the author that we
initially tried to crawl. It keeps the same information for the author as the former crawler. The
authors that a crawled paper with ‘more’ lacked, could be found in the given dataset, but not
identified. Thus, for each paper in the crawled dataset , we registered the ids of the authors that
existed in it with the corresponding authors in the respective paper of the given dataset in the same
manner as above. For the rest of the authors in the papers of the given dataset (which are the ‘more'’
authors of the web page) we first made a query to our authors table based on the name and if we
found one and only one author with that name, we registered that id for that author in the paper. If
that wouldn't work, we proceeded by crawling the Scopus search result page for this author's name
and if the result was only one and its name corresponded to the name we were looking for, we
would draw the id, affiliation, city-country and field of expertise. In case neither of these would

work, the rest of the authors were registered with a mark, to distinguish them as unidentified.

4.1.3 ID RESOLUTION USING COLLABORATIVE FILTERING

The process described in 4.1.2 resulted into 29.463 papers in the given dataset with all authors or
some of them identified. In order to identify the rest of the names in the incomplete papers, we
constructed a more sophisticated crawler which used the co-authorships of an author's name to

define who he most probably is in the following way:

For each author in every paper with unidentified authors in the given dataset, we search the result

set of the Scopus author search for his name, and kept ids and information for the first five that
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have similar names to the one we are looking for. Lexicographical similarity between two names

was defined as their Levenshtein Distance being less than 2. (Levenshtein, 1966)
The Levenshtein Distance formula is:

Ifmax(i,j) if min(i,j) = 0, else
o lev,,(i—1,j) +1

evan(i) = min{  levgp(ij—1) +1

levey(i—1,j = 1) + 1gzp,

(24)

After keeping those five or less candidate authors, we made a query in our given dataset for each
one. The query counted the number of occurrences that our candidate id had with the known
authors of this paper (or conjunction) . The intuition behind this is that an unidentified author X
with 5 possible ids who has written a paper with identified Y (Yid) and Z (Zid), has more chances
that his id is the one that has collaborated more with Yid or Zid. It is the case where the author is
already in our database but has synonymies so we cannot identify him. If there is a tie, the id that
was first at the result list is chosen, as Scopus itself presents the results in a descending accuracy

manner, so the first one is most likely the corresponding id.

4.1.4 IDENTIFICATION OF AUTHORS THAT WERE NOT IN THE CRAWLING
PAPERS

In the last part, it is important to be stated that we split the dataset into three sub datasets based on
the publication year of a paper, in order for it to be more easily manipulated and have fault
tolerance, as this process was the most time consuming and came through some changes and
debugging. That resulted in three sub tables with 39.100 (p.year<2003), 38.030
(p.year>=2003&p.year<=2008) and 41.684 (p.year>2008) rows respectively. Having completed
the papers in the given dataset that corresponded to the crawled dataset, the rest (~100.000 paper)
consisted entirely of unknown author names. In order to identify them we followed the following

procedure:

For every paper we queried our author database for a one-one correspondence based on the name
of the author, and register the respective id to the searched author name. If there were more than
one or none results, we continued by crawling the Scopus author search result set, and drawing the
author information mentioned above, if and only if the result was one and the name was similar.
If either of them worked, we ended up with some of the authors in the paper identified, and we

proceeded using collaborative filtering for the rest, as mentioned in the previous part, with the
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difference that in this case we searched the three sub tables and sum the count of occurrences in
each one for each candidate id. If neither of them worked, we tallied the name of the author with

the first author that had the same name, from the Scopus author search result set.

4.1.5 DATABASE

The final schema of our database was:

dbdsgnr.appspot.com

papers1
year int
title varchar(100)
authors longtext
nodes ISSM bigint
author varchar(100}) journal varchar(100})
affiliation  warchar(400) volume int
field int(400) citationBefore int
city varchar(100}) citation1998  int
2 id int citation1999 int
citation2000 int

citation2001 int
citation2002  int
citation2003 int
citation2004  int
citation20056  int
citation2006 int
citation2007  int
citation2008  int
citation2009  int
citation2010  int
citation2011 int
citation2012  int
citation2013  int
citationAfter  int

citationTotal int
affiliation int
oid int

Image 3: DATBASE SCHEMA (tables papers 2 & 3 are not depicted as they have the same
schema as papersl)

Table 2:TABLES ROW SIZE

Table Name Number of Rows Description
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Nodes 132030 Information for the authors

papersl 35232 The papers written in 1998 to
2002

papers2 41898 The papers written in2003 to
2008

papers3 41475 The papers written in 2009 to
2013

4.2 COLLABORATION GRAPHS

1. With our database papers complete in terms of author identification, we were able to construct
collaboration graphs to extract social features for every author. During this stage we found
obstacles like the volume of our dataset, that restricted us from deploying all of our data or

apply ordinary methods used in similar cases.

4.2.1 GRAPH PRE-PROCESSING

For every year, for every paper, we draw edges from every author to every other author in the
paper, avoiding self-edges, keeping for every edge as weights the number of co-authors in the
paper, its publication year and the citation the paper has taken from its publication year until the
graph's year. The graph was stored in an edge list format in .txt files. An edge between two authors
may occur more than once (when the two authors have written more than one paper the same year).
If the two authors id100 and id101, were in id100,id101 order in a paper and in id101,id100 order
in another paper, the undirected property of the edges is lost, as the latter will be identified as a
different edge from the former, when is the same edge, but different collaboration (there are
different weights), hence these will be aggregated in the next step. To avoid this, we use the fact
that the ids of the authors are numbers. We always posit the smaller number of the two ids in the
left part of the edge, and the larger on the second. In this way an edge between id100 and id101,

will always be in this order, even if the author list in a paper has this order id101, id100.
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Example:

EDGE | 7004227072 | 7402561616 |4 | 1997 | 3

EDGE | 6603835699 | 7003379290 |3 | 1996 |2

EDGE | 6603590870 | 7004227072 |0 | 1998 | 2

EDGE | 6603590870 | 7004227072 |6 | 1996 | 2

The .edg files that resulted from this preprocessing were of larger volume than a normal pc can
manipulate (ranging from 900Mb to over 3Gb). Thus we had to adapt a different approach and

endeavor a graph compression.

4.2.2 GRAPH COMPRESSION

The graphs that resulted from 4.2.1 were multigraphs (Balakrishnan and Ranganathan 2012) in the
sense that a vertex can have more than one edge with another vertex, as each edge depicts one
paper they have co-authored in. Hence we can aggregate each “paper” edge to form one unique
co-authorship edge for a pair of vertices. Due to the large volume of our graphs and time restraints,
it was impossible to use every graph created. We utilized the graphs corresponding to the authors
who have written before and during the years 1998 to 2005. Authors who have only been
publicized before 1998 was not involved. Again our computational limits rendered a conventional
approach manipulating each whole graph with a programming language framework not an option.
Thus the problem was reached by a different point of view. Firstly we took advantage again of the
fact that the ids are numbers ,and sorted each graph file using external sort java package
https://code.google.com/p/externalsortinginjava/.In this manner the edges to be aggregated were

gathered one after another. For example

Before After
id1&id2 id1&id2
id1<id3 id1&id2
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dle id1id3
id3

id1<id4 id1<id3
1d1<id2 id1<id4

From this point on, it was easy to aggregate collaborations into forming an edge which depicts a
whole coauthorship relation between two authors in a given year. We read the files line by line,
keeping the two ids and aggregated the weights of each co-authorship in one of the two ways
delineated at 3.1.2. The edge would change when either the first or the second part of the line read
(which corresponded to the ids of the collaboration) changed. In that point the two former ids and
the weight aggregated till then formed a new edge and were stored in a txt file. Than, a new

aggregated edge would start, with the new ids, until the ids read would change again.

4.2.3 BRIEF GRAPH ANALYSIS

The operations stated at 4.2.1 had as outcome a set of 14 graphs (one quantity and one quality for
each year). We proceed into giving some graph analytics in order to better interpret the structure
of the graphs. We chose to analyze the weighted by quality graphs, because though having the
same structure and form to the quantity one, its edges capture more information. It is vital to
reenact the evolution of basic graph measures such as vertices, edges and the mean degree, which
iIs how many edges a vertex has in average. The plots are shown in image 4.
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Image 4: GRAPH INDICES PLOTS

To further explain these plots, the plot of the authors (blue) shows that the increase in vertices is
almost linear, implying a stable increase in authors. That, combined with the fact that the number
of papers (red) in 1998-1999, have as an outcome a low and decreasing productivity level per
author in the first two years. Moreover, initially the number of new collaborations increase too,
but in a lower rate than authors, expressing a decreasing new collaborations per author index. This
means that papers produced in season 1999 had a larger number of co-authors than those written
in 2000, because in the former the papers decrease while in the second they increase. The number
of papers per year is increasing after 1999, with proportionally the same rate as the growth of
authors, hence the scientific community becomes proportionally productive after 1999. At year
2001 the growth of edges has a little boost, while the increase of vertices stays stable, thus the
mean collaborations per author does not decline as much as the previous years, were the new
collaborations were few but new authors emerged vastly . The year 2002 has the lowest edge
escalation while the upsurge in number of papers and vertices stay steady, hence we can conclude

that this year was socially ‘ill’, with many authors who wrote by themselves or in close small
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groups. In contrast to 2002, the social factor explodes 2003, because of the huge boost ( ~50%) in
edges and a substantial in papers (~20%). Here we witness a great rise in the new collaborations
an author conducts and a descent in the paper he writes. This may be explained either as a stronger
bonding in the scientific community, which resulted in new ideas and inspiration, or an emerging
of new sciences where each paper demands work of many authors. The escalation in papers keeps
rising from now on, surpassing the one of authors, marking a great an prosperous era in terms of
productivity. The new collaborations continue to increase, but in a rhythm close to their starting
one and since the authors continue to grow more quickly, becoming more than double than their
initial amount, the reduction of mean collaboration per author falls again. Thus we can conclude
that the speed of new authors emerging in science as well as the production of papers written, are
generally significant larger than the expansion of the social factor, denoting that authors tend to

write with people who have collaborated already, in contrast to newer ones.
4.3 CLUSTERING
The clustering procedure is the peak of our research, since it provided us with the desirable

outcome, a categorization of the authors. It is made up of many stages, through which we traversed,

alternating between Java programming language and R statistical language.

4.3.1 FEATURES

The features that were extracted are the essence of the information that we wanted to capture for
every author. They also represent the novel metrics and methods we adapted in order to best depict
the required information. We distinguish them based on their relationship with time, hence the

dataset they are included in.

4.3.1.1 YEARLY DATASETS

The yearly datasets consisted of the main attributes that in our opinion characterize an author. They

are distinguished based on their origin and purpose.

4.3.1.1.1 AUTHOR FEATURES

The independent features described in 3.2.1, are calculated directly from the database. Mysql
queries fetch and penalize the respective values asked, and java manipulates them and stores them

in csv files, resulting in 7 datasets with 7 columns each (id, features in 3.2.1).
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4.3.1.1.2 SOCIAL FEATURES

The graph features delineated in 3.1.3.1 are measured using the R library igraph®. We load each
years quality graph, calculate the 3 features and store them in 7 corresponding csv files, with 4

columns each (id, features at 3.1.3.1).

4.3.1.1.3 POWER GRAPH FEATURES

To construct a power graph from a weighted graph we had to use the powergraph.jar®. That
procedure was quite slow and pretentious for our dense graphs, being the main reason why we
stopped at year 2005 rather than exploiting the full potential of our data until the year 2013.
Nevertheless the power graph.jar had as a main input one of our graphs in .edg format (quantity &
quality, every year) and as an output a .bbl format. To create the specific indices from 3.1.3.2 we
build a java parser which exploited the JUNG ° framework. The power nodes were handled as
regular nodes, while there were a specific class defined for power edges. The weight of the power
node was easy to calculate as it just demanded to tally a power node’s weight to each of the nodes
inside him, which corresponded to authors. The power cliques weight was calculated by finding
the neighbors of a power node and summing their weights, each multiplied with the respected
edge’s weight (edge connecting the power node and the neighbor). This number was then added
to the sum of weights of the power nodes containing the examined power node, which were
discovered recursively. This procedure produced 7 datasets with 5 columns each (id, features stated
at 3.1.3.2)

4.3.1.2 EVOLUTION DATASET

For the construction of the evolution dataset, we first build the partial change datasets between the
years. Namely, we iterate through the consecutive yearly datasets and detract the value of a feature
in the examining dataset, to the corresponding one in the previous year’s dataset. This results in 6
change datasets, to respective years 1999-1998, 2000-1999 etc. After that we go over these 6
datasets in accordance to their respective years in chronologically ascending series, and calculate

for each author and each of his features, the four indices mentioned in 3.2.2.1, 3.2.2.2, 3.2.2.3. We

3 http://igraph.org/r/
4 http://www.biotec.tu-dresden.de/research/schroeder/powergraphs/download-command-line-tool.html

5> http://jung.sourceforge.net/
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also keep track of the average value of the feature from the initial yearly datasets as mentioned in
3.2.2.4. The average is calculated as stated in 3.2.2.4 based on the feature’s nature. For the
temporal features, the trend is defined as the inverse tangent of the slope of the linear regression
for the feature's values in each respective year, in radians. To calculate this we made use of the
Math Sjava library. If an author is encountered for the first time during the iteration, his values are

stored as his first change, like detracting with zero.

6 http://commons.apache.org/proper/commons-math/
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4.3.2 ALGORITHM

In order to determine the right number of clusters, we used specific indices as stated in 3.3.2. The
R algorithm (see Appendix 0) runs K-means 98 times and calculates these indices. We made use
of the clusterSim’ R library, from which we used the index.DB function to calculate the Davies
Bouldin index for each clustering. The indices were stored in a matrix 98*5 , one column for the
possible number of clusters, the second for the Average Within Cluster Sum of Square, the third
for the Average Distance Between Cluster Centroids, the Fourth for the Davies Bouldin and the
fifth for the Dunn index. We made plots of the pairwise multiplication of these indices
,(WCSS*DaviesBouldin) at image 5 and (DBCC*Dunn) at image 6, to show how they progress in
regard to the number of clusters so as to determine the best number of clusters. 7 is the optimum
number , since it is the case with the most efficient combination of high WCSS*Davies-Bouldin
and low DBCC*Dunn. This stands because 7 is one of the highest cases in the red (high) plot, with
only 4 and 5 surpassing it, but at the same time having the lowest value of the three in the blue
(low) plot. We also pursued to have as more clusters as possible, under a logical context, to fully

exploit the variation of our features.

0.8 1.0
1

0.6

WCSS*DaviesBouldin
04
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147 11 1519 23 27 31 35 39 43 47 51 55 59 63 67 71 75 79 83 87 91 95 99

Number of clusters

Image 5:WCSS*DAVIESBOULDIN PLOT

7 http://cran.r-project.org/web/packages/clusterSim/index.html
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Image 6: DBCC* DUNN PLOT

4.3.3 FEATURE SELECTION

One crucial part of our analysis is revealing the most important features that an author has to
maximize in order to increase his success. To achieve that, it was necessary to build a more
compact dataset than the evolution dataset, which consisted of 65 features, in favor of revealing
the most impactful of the initial 13 features in the yearly datasets. The method for the compression
is defined at 3.3.4.1 and the main reason was to distinguish more meaningful characteristics, as
mentioned also in 3.3.4.1. After the aggregation of the dataset, we apply singular value
decomposition in the 13 feature dataset to distinguish the most influential columns (Wall,
Rechtsteiner, & Rocha, 2003) in the manner described at 3.3.4.2. Image 7 depicts the singular
values of the dataset, and it is easy to see that the 4 first enclose the most variance, specifically

approximately the 85% of it.
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Thus we need to consider the first four singular values and keep the features having the biggest
impact on them, based on the corresponding right singular vectors. Image 8 shows the plot with
the 13 features and their values. According to this plot, the citations that an author takes every year
summed with the corresponding trend in radiance, is the most important characteristic of an author,

followed by the number of papers penalized by time and his number of papers by year.
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4.3.4 TIME SERIES CLUSTERING

As explained in 3.3.5 time series clustering is applied in a set of time series, in order to categorize
them. This means that we cannot use every feature of our dataset, because that would give us 13
different time series for every author, which will be compared to the corresponding 13 time series
of the rest of the authors, hence we will have 13 different clustering results and 13 different clusters
to which the author will belong to. The time series chosen to best represent the activity of each
author, was the one corresponding to the timeline of the most influential feature that resulted from
4.3.3, namely the every year citations (3.2.1.6).

4341 TIME SERIES DATASET

The dataset build contained the 43.567 authors, and 9 columns, the first representing the author id
and the rest the values of the selected feature in each of the years 1998-2005. If an author would
emerge in a year after 1998, than the values in the previous years would be set to NA. This is
feasible, because the DTW distance measure, analysed in 3.3.5.1 enables the comparison of time
series of different lengths.

4.3.4.2 CLUSTERING

The algorithm employed for this task was PAM (partitioning around medoids) for the reasons
delineated at 3.3.5.2, as implemented in the R library fpc®. Another R library which we used was
dtw®, to define the DTW distance between the time series for the PAM clustering. The number of
clusters was set to 7, as this is the most possible number of author groups existing in our dataset,

according to our analysis at 4.3.2.

4.3.4.3 CLUSTERING COMPARISON

One interesting aspect of our research was to determine how will the time series clustering results
agree with the ones from the k-means clustering. To achieve that we found the similarity of each
of the time series clusters to the k-means clusters, in terms of common authors. The purpose of
this is to tally each cluster of the time series clustering to one and only one of the k-means

clustering, and count how many authors were clustered right. We build a matrix representing the

8 http://cran.r-project.org/web/packages/fpc/index.html

% http://dtw.r-forge.r-project.org/
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common authors between each cluster, rows represent the time series clusters and columns the k-

means.

Table 3: TIME SERIES CLUSTERS VS K-MEANS CLUSTERS

Name/ | 1/3958 | 2/1132 | 3/2846 | 4/394 5/ 1161 | 6/544 7/ 33532
Size
1/5283 | 658 48 388 56 230 99 3804
2 /] 1974 1001 1510 0 101 0 21335
25921
3/9233 | 1075 67 784 0 90 0 7217
411721 | 232 12 140 0 262 0 1075
571743 19 4 24 3 478 115 100
6/287 |0 0 0 2 0 285 0
7/378 |0 0 0 333 0 45 0
We continue with this algorithm:
1. Initialize sum=0
2. While matrix has more than two columns
3. Find the biggest value in the matrix, its row and its column
4. Add it to the sum
5. Delete the column and the row
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6. returnto 2
We implemented this algorithm in R (see Appendix 7.3). The conclusion is that we can achieve
~55% of right author grouping, just by taking into account the most influential feature. That is the
2/14 of the initial information used (id and cit_now).

4.3.5 LABELING

In this stage, we tried to name the clusters based on their characteristics, as mentioned in 3.3.3. To
accomplish this, we first created two thresholds for every of the 65 feature in the dataset. For each
feature, its vector of the 7 cluster centroids was used, to extract the .85 percentile and the 0.15
percentile of it. The n-th percentile of an observation variable is the value that cuts off the first n
percent of the data values when it is sorted in ascending order, like a high or low oriented average.
These represented a guide to whether a cluster’s centroid is high or low, in that feature. Having
two vector of high and low thresholds, consisted of 65 values each, we run through a cluster’s
centroids to find out the features that differentiate. We than characterize each cluster based on the
marked features, as follows:

e Cluster 1 (394 authors): Highest number of average papers and citations with increasing
rate but low minimum changes. High power clique weight but moderate power node. =
Powerful authors belonging to high community.

e Cluster 2 (33532 authors): Low maximum and high minimum changes in social indices.
In other words steady, moderate increase in the social aspect. Important dynamics in in
paper fertility, however average citations. =» Average author.

e Cluster 3 (1161 authors): Steady change indices in papers and high values in last changes
of citations. =» Cluster of increasingly successful authors, but still socially and
productively moderate.

e Cluster 4 (2846 authors) *'% Low last change in all social metrics, otherwise similar
behavior to cluster 1. = Group of sudden socially severed, with average papers and
citations.

o Cluster 5 (544 authors): Substantial average and max weight rate in quality and quantity
power nodes, with high dynamic in citations. =» Rising citation receivers, associated to

impactful groups.

10 *When conclusions could not be derived, the threshold span increased in 0.8 and 0.2 percentile, and
recalculated the clusters’ predominant features.
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e Cluster 6 (3958 authors): The smallest sum of changes in all social metrics, depicting a
steady decreasing behavior in the social aspect. =» Group of stable socially withering,
neutral authors.

e Cluster 7 (1132 authors): Considerable sum and last change in power node weight showing
increasing dynamic in close community. Limited number of papers and citations with low

increase rate. = Inferior authors belonging to an upcoming co-authorship group.
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5. EXAMPLES

5.1 CRAWLING

The actual procedure of crawling contained some important technical details that it is should be
mentioned. We give examples of every kind of Scopus pages that we parsed and how we

manipulated the urls.

5.1.1 INSTITUTIONS PAPER LIST
USED IN: 4.1.1
URL :Initial page:

http://www.Scopus.com/results/results.url?cc=10&sort=cp-f&src=... sdt=a&sl=15&s=AF-
ID%2860012296%29&ss=cp-f&ws=r-f&ps=r-f&cs=r-f&origin=resultslist&zone=resultslist

the rest of the pages:

http://www.Scopus.com/results/results.url?sort=cp-f&src=...sdt=a&sl=15&s=AF-
ID%2860012296%29&cl=t&offset=201&origin=resultslist &ss=cp-f...

http://www.Scopus.com/results/results.url?sort=cp-f&src=... sdt=a&sl=15&s=AF-
D%2860012296%29&cl=t&offset=401&origin=resultslist&ss=cp-f...

It is easy to see that the main difference is the offset parameter, which is not included in the first
page, but it is in the second and it increases by 200 for each next page. Thus all we had to do is
modify the url into containing the particular offset and increase it by 200 for every next page, for

10 pages.

Image:

GEORGE PANAGOPOULOS PAGE 50 OF 103 JULY2014



KNOWLEDGE EXTRACTION FROM BIBLIOGRAPHIC DATA

AF-D ("Harokopio Panepistimio™

1,672 document results

Search within results

) g Edt | [ save | W Setaert | E) Setfesd

View secondary documents lm Analyze results

U~ B = all 9w

¥ (ol

Sorton: Date Cited by Relevance u

Show all abstracts

Refine:

Year

O 2m4 (83)
O 2013 [201)
0O 202 181)
O 2om 163)
O 2010 200)
Author Name

O ranagiotakes, D.B 116
O manios, v 230)
O stefanadis, C 157)
(O pisaves. C 122)
O cnryschoou, ¢ 102)
Subject Area

O uedicine 968)

M Rinchamising

O New genetic loci implicated in fasting glucose homeostasis and theirimpact on type 2

1 diabetes risk

Full Text |

(O Circulating Resistin Levels Are Not Associated with Obesity or Insulin Resistance in
2 Humans and Are Mot Regulated by Fasting or Leptin Administration: Cross-Sectional and

Interventional Studies in Normal, Insulin-Resistant, and Diabetic Subjects

Full Text

(0 Large-scale association analysis identifies 13 new susceplibility loci for coranary artery

3 disease

__ Full Text
@] Intrahepatic fat, notvisceral fat, is linked with metabolic complications of obesity
4

Full Text

O serum Adiponectin Levels Are Inversely Associated with Overall and Central Fat

5 Distribution but Are Not Directly Regulated by Acute Fasting or Leptin Administration in

Humans: Cross-Sectional and Interventional Studies

Full Text

Dupuis, J., Langenberg, C., 2010 Nature Genetics
Prokopenko, I, (...), Florez, J.C

Bamoso, .

Lee, JH. Chan, JL,Yiannakouris, 2003 Joumnal of Clinical Endocrinology and
M., {..), Orova, C., Mankzoros, C.S. Metabolism

Schunkert, H., Kbnig, | R, Kathiresan, 2011 Nalure Genetics
S, (..), Erdmann, J., Samani, M.J.

Fabbrini, E., Magkos, F, Mohammed, 2003 Proceedings ofthe National Academy

of Sciences of the United States of
America

B.S. (..), Okunade, A, Klgin, S.

Gavrila, A, Chan, JL., Yiannakouris, 2003 Journal of Clinical Endocrinology and
N, (..}, Ordova, C_, Mankzoros, C.S. Metabolism

Image 9 :SCOPUS INITIAL PAGE OF AFFILIATION’S PUBLICATIONS

276

266

5.1.2 AUTHOR PAGE

USED IN:4.1.2,41.3,4.1.4

URL.: http://www.Scopus.com/authid/detail.url?authorld=6603228762

6603228762 is the id of the author for whom we want to get information, to parse a page of another

author, we changed the id to the respective author’s id.
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Image:

The Scopus Author Identifier assigns a unique number to groups of documents written by the same author via an algorithm that matches authorship based on a certain criteria. If a document cannot be confidently matched with an author
identifier, itis grouped separately. In this case, you may see more than 1 entry for the same author.

E Print | N E-mail
- Follow th
Varlamis. Iraklis About Scopus Author Identifier | View potential author matches
Harokopio Panepistimio, Department of Informatics and Other name formats: Varlamis ¥ Getcitation alerts
Telematics, Athens, Greece o )
= = Add to ORCI
Author ID: 6603228762 ddto ORCID
8 Requestauthor detail corrections
ments: 4 ) View Author Evaluator
Docunents: 43 @ view utrorEvaka Cited by 221 documents since 1996
Citations: 233 total citations by 221 documents B View ctation overview
hindex 7 The h index considers Scopus articles published after 1995 E View h-Graph Enhancing search engine's results with metadata
Escudeiro, N., Escudeiro, P.
References: 941 (2014) Advanced Science Letters
Co-authors: 45 Atrust-aware system for personalized user
Subject area: Computer Science , Mathematics View More rec in social
Eirnaki, M., Louta, M.D., Variamis, |
(2014) EEE Transactions on Systems, Man, and Cybernetics
Systems
20 of 49 documents (newest first) Viewnseachresutsfomst | Content based hidden web ranking
algorithm(CHWRA)
B Exportall + Addaltomyist | Y Setdocumentaet | Y Setdocument feed Batra, N, ¥ A, Singh, D., Rajotia, RN

AU Casninnis afbha 4L CEC babarmabinnal Adianns

Image 10: SCOPUS AUTHOR PAGE
5.1.3 SCOPUS AUTHOR SEARCH RESULT PAGE

USED IN:4.1.2,41.3,4.1.4

URL:http://www.Scopus.com/results/authorNamesList.url?sort=count-...=AUTH--LAST--
NAME%?28Varlamis%29+AND+AUTH--
FIRST%281.%29&st1=Varlamis&st2=1.&selectionPageSearch=anl&reselectAuthor...

The ‘Varlamis’ and ‘1.” correspond to the name and the initial of the author searched. For another

author, you replace them with the author’s name and initial.
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Image:

Author lastname Varlamis" A Ed

3of4aulhor eSUIES  Show Profie Matches wih One Document | About Scopus Author dentifer Sorton: Document Count | Author (A-Z n
() Show exact matches onl Ov @ fi
Refine O Varlamis, Iraklis aics Harokopio Panepistim -

1 Variams Eng

O Varlamis, George S. Thessalonik
O Varlamis, Sotirios 3 Medicine nepistimion Thessalonik

Affliation Display| 20 | esults per page <| Paget >

Image 11: SCOPUS AUTHOR SEARCH RESULT PAGE

5.2 GRAPH EXAMPLE

In order to comprehend the full information that the graphs contain, we view thoroughly an
author’s network as an example, from the quality graph. The author with the most impactful co-
authorships (biggest sum of edge weights) during year 1998 is Resvanis L.K. with Scopus
id=7004604742. His collaboration “neighborhood” consists of 1547 co-authors and the mean edge
weight is 0.1608 and is depicted at image 12. The strength of the co-authorship is displayed as
color and as edge length meaning the brighter and the closer a neighbor is to the central author,

the more impact the co-authorship has.
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Image 12: NETWORK OF TOP 1998 AUTHOR

Keeping track of the same author, we examined his “neighborhood” at year 2001. It now consists
of 1660 coauthors with a mean weight edge of 0.222. To depict the difference between the two
networks and the collaborations, we combined them in one graph, separating the main author as
two different persons but keeping the same edges between his coauthors, as depicted in image 13.
In addition the two nodes representing the main author were drawn in the opposite ends of the

image to distinguish them better. The left node is the author during 2001 and the right one is during
1998.
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Image 13: TOP 1998 AUTHOR IN 1998 (RIGHT) AND 2001 (LEFT)

Again the color and the position of the co-authors is proportional to the impact of the co-
authorship. So we see that stronger coauthorships, which are more central and have nodes of lighter
color, were kept strong through time. Someone can also derive that the rest of the co-authorships
that are wide spread, were more occasional or less successful. We distinguished three edges from
the rest of the network (upper left). Assigning edge width proportional to the edge weight and

taking a closer and less “elegant” look at the graph, in image 14, we can presume why.
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Image 14: IMAGE 13, WITH COAUTHORSHIP WEIGHT DEPICTED ON EDGE
THICKNESS

The three edges depict a different aspect of our implementation. Firstly (the higher one) shows
how a coauthorship can be strengthened through time, as the two authors write together, that is
why the edge is “heavier” during 2001 than during 1998, the actual difference between the edge
weights is 0.21 (0.44 at 1998 and 0.65 at 2001).That edge depicts a collaboration of the main
author with the author Stanescu, C. Scopus id= 24175473500.

Secondly (the second one) depicts how a coauthorship can tabefy through time. It is the opposite
situation to the above, as the edge had a weight of 0.25 at 1998 and a weight of 0.20 at 2001. The
edge depicts a collaboration of the main author with the author Sebastia, A. Scopus id=
55994682800.

The third node depicts a new coauthorship with the author Starinsky, N. Scopus id=6602773097.
A node with just one edge can only be observed coming from the left part of the graph, meaning

that there is no coauthorship that occurred until 1998 and is absent at 2001.
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6. CONCLUSIONS & FUTURE WORK

In this thesis we endeavor an author categorization as well as general knowledge extraction,

exploiting various aspects of the information we can derive from an author’s work and
collaborations. We crawled bibliographic data with time span, from the Scopus digital library and
covered any inconsistencies by applying a technique similar to collaborative filtering. Graph
representation and mining techniques allowed us to capture the social, individual and time related
facets of an author’s impact, simultaneously extracting various information with regard to the rate
of publications and new authors, the top authors and their co-authorships’ endurance in time, the
power of successful co-authoring communities etc.. During this process new metrics
characterizing an author evolved, introducing time penalization in Bibliographical, Power Graph
and Social Network Analysis, to capture the temporal character of a success or a collaboration.
These features were deployed into building yearly datasets and then we captured the evolution of
each author’s feature, with certain indices. These indices made up the data to which we applied K-
means algorithm and clustered the authors. The number of the clusters was defined by
experimenting and using well established clustering validity measures. Cluster labeling was
conducted depending on the feature characteristics of each cluster, and the 7 groups of authors
which derived, differentiated mostly in belonging community’s power, citation rate and social
impact. Furthermore, an attempt to expose the most influential to the clustering features, was done,
by applying singular value decomposition. The results displayed that citations an author receives
each year and the trend they follow is the most important of an authors features, with the number
of papers penalized by time and the average number of papers by year as second and third. Each
author had a timeline with values of the peak feature, which were used to perform time series
clustering with the dynamic time warping measure as distance. The resulted clusters were tallied
with the clusters of the aforementioned clustering, showing that almost 55 percent of the clustering
was the same, meaning that the authors grouped together in the first place, were grouped together
again. This means that time series clustering encloses a big percentage of information and can be

used in the features for more efficient clustering with less data required.

Our plans for the future focus on constructing a classification mechanism, which will classify an
author to a respective group, given the required features. Moreover it is important to work with the
whole crawled dataset, as it encloses a substantial larger amount of information, in terms of social

and bibliographical metrics. Finally, under exploring more thoroughly the time series clustering,
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a combination of more than one feature’s time series may prove to be significant in the clustering’s

SUCCesS.
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7. APPENDICES

7.1 GREEK AFFILIATIONS

Greek higher educational institutions that are included in Scopus.

University of Athens

Aristoteleion Panepistimion Thessalonikis
Ethniko Metsovio Polytechnio

Polytechnion Kritis

Panepistimion Patron

Panepistimio Kritis

Panepistimion loanninon

Dimokrition Panepistimion Thrakis

Panepistimio Thesalias

Panepistimion Aegaeou

Geoponiko Panepistimion Athinon

Panepistimion Pireos

Ikonomikon Panepistimion Athinon

Panepistimion Makedonias

University of Peloponnese

Harokopio Panepistimio

Hellenic Open University

lonian Panepistimion

Panteion Panepestimion Ikonomikon kai Politicon Epistimon

University of Central Greece
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7.2 R CLUSTERING EXPERIMENTS CODE

setwd("C:/Users/Administrator/Desktop/thesis")
library(clusterSim)##for index.DB
data=read.csv("final.csv")

ids=data[,1]##keep the ids of the authors
data=datal,-1]
cls=data.frame(matrix(nrow=98,ncol=5))

names(cls)=c("number","avg(within groups sum of squares)","avg(distance between

cluster centroids)","avg(db)","avg(dunn)")
for(p in 3:100){

kClust=kmeans(data,centers=p) ##kmeans clustering with different number of clusters
wgss=c()

for(i in 1L:length(kClustSwithinss)){

wgss=c(wgss,kClustSwithinss[i]/kClustSsize[i]) }##normalized within group sum of
squares dbcc=0

dun=c()

for(i in 1:ncol(kClustScenters)){

inter=c()

h=0

for(j in 1:nrow(kClustScenters)){

for(k in j:nrow(kClustScenters)){

if(k!=jX

inter=c(inter,abs(kClustScenters[j,i]-kClustScenters[k,i])##pairwise distance between
cluster centroids

h=h+1##number of distances

}

}

}

dbcc=dbcc+sum(inter)/h#ttdistance between cluster centroids for each feature
dun=c(dun,inter)##tintercluster distances

}
cls[p-2,1]=p
cls[p-2,2]=sum(wgss)/p#ttaverage sum of squares through clusters
cls[p-2,3]=dbcc/ncol(kClustScenters)#ttaverage distance between centroids through
columns cls[p-2,4]=index.DB(data,kClustScluster,centrotypes="centroids",p=2)SDB
##Davies-Bouldin cls[p-
2,5]=min(dun)/max(wgss)##minimum(intercluster)/maximum(intracluster)

}

Ewkova 1: setwd("C:/Users/Administrator/Desktop/thesis")
library(clusterSim)##for index.DB
data=read.csv("final.csv")

ids=data[,1]##tkeep the ids of the authors

data=datal,-1]

cls=data.frame(matrix(nrow=98,ncol=5))
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7.3 R CLUSTERING COMPARISON CODE&OUTPUT

n=read. csv (" tsPam. csv")##time series clusters
o=read, csv("kmeans. csv")#tk-means clusters

ComAuthars=matrix(nrow=7,ncol=7)
for(3 1n 1:7)]
TsIds=as.factor(n[n[,2]==],1]1)##1ds of authors in j cluster of timeSeries
for(1 an 1:7){
KIds=as.factor(o[o[,2]==1,1])##1ds of authors in 1 cluster of kmeans
count=0
for(s in KIds){
1f(s %0k Tslds){
count=count+1#tcount the common authors

1
ComAuthars[j,1]=count
}

}
print (Comduthors)

# L LaA 03] L4 Ls] Lel [
#1,] 658 43 388 56 230 99 3304

1]

#[2,] 1974 1001 1510 0 101 0 2133

3,110 67 784 0 90 0 7A7

#[4,] 232 12 140 0 262 0 1075

g#5,] 19 4 24 3478 15 100

#6] 0 0 0 2 028 0

#07] 0 0 033 0 & 0
ComAuthors=rbind(c(1,2,3,4,5,6,7) ,ComAuthors)#¢carresponding T5 clusters
ComAuthors=cbind(c(0,1,2,3,4,5,6,7) ,ConAuthors)## = kmeans clusters

sum=0

while(ncol (Comduthars)=2){
k=which(ComAuthors==max(ComAuthors ), arr. ind=TRUE)
gsprintf("%s TsCluster corresponds to %s KCluster with %s Common Authors”, Comuthors[k[1],1] ,ComAuthors[1,k[2]],max(ComAuthors))
print(paste(paste(paste(Comduthars [k[1],1]," TsCluster corresponds to *),paste(ComAuthors[1,k(217," KCluster with ")), paste(max(Comuthars),” common authors™)))
sum=sum+max (ComAuthors)
ComAuthors=ComAuthors [-k[1],]#¢delete the row
ComAuthors=ComAuthors [, -k [2]]#¢delete the column

}

## [1] "2 TsCluster corresponds to 7 KCluster with 21335 common authors”
tt [1] "3 TsCluster corresponds to 1 KCluster with 1075 common authors”
## [1] "5 TsCluster corresponds to 5 KCluster with 478 common authors”

## [1] "1 TsCluster corresponds to 3 KCluster with 388 common authors”

tt [1] "7 TsCluster corresponds to 4 KCluster with 333 common authors”

## [1] "6 TsCluster corresponds to 6 KCluster with 285 common authors”

sum=sum+ComAuthors[2,2] ##add the Tast value
print(paste("the percentage of right clustering 13",5um*100/nrow(n)))

t# [1] "the percentage of right clustering 1s 54.8730661525042"
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IHEPIAHYH

Ta BpAoypaikd dedopéva eivar (OTIKNG ONUOGTIOG Y10 TV OKOONUOTKT] KOV®VIO TT0V
amoteleiton amd CoTikn VAN Yoo peAeTnTéG Ko €peuvNnTéC. Me T (pdvia, SLAPOPES
TPOoTAOEIlEG £€OoVV YivEL, TPOKEWEVOL VO, EKUETOAAELTOVV VTN TNV ANYN TOV
TANPOPOPLOV UE TOV KAADTEPO SLVOTO TPOTO, ATOKOADTTOVTOG TOAAES EMIGTNUOVIKEG
Kavotopieg Katd T OpKEW. OVTAG TNG OldKaciag, ot omoieg apydtepa
EQOPUOCTNKAY Y10 AAAOVC OKOTOVE. ATO TNV GAAN TAELPA, £XEL LANPETNOEL G EVO
EVNUEPDOV TS0 TEPOUUATICUDV CYETIKA e dbpopes pebodoroyieg otov Topén NG
TANPOPOPIKNG, KLUPIWG AOY® TNG TOALHOPPiag Tov. Q¢ anotédecua To PiAloypapikd
dedopéva gtvar po 1ok Téyko SOKIL®OV Y10 TOV GUVOLAGHO O0POP®V SEOOUEVMV

e€0puén pebodoroyieg ko e£E6pvEN YvdoNS.

O 610%0¢ aWTNG TNG epYaciog eival va elGaydyel pio vEd TPOGEYYIoT 6TO TPOBAN LA TOL
YOPOKTNPIGUOV TNG EMLTUYIOG TV GLYYPAPEDV, OxL LOVO pe Bdon Tic dNHoGievses Tovg
, OAAGL KO PE TIC EMUTTAOGELS TNG CLVEPYACIOG TOVG HE BAAOVG GLYYPOQEIS KOl TNV
e€EMEN TOV TaPATAV® GTO XPOVO. Q¢ amdOEIEN NG EVVOL0G TNG EPYOTTNG HOG, £XOVUE
eneepyaotel TIG OMUOGIEVGELS OOV TOV GLYYPUPEDMY TOV GLVOEOVTOL UE EAANVIKA

TOVETICTHHIO OTTO¢ dOONKE amd TV ynorokt| BiAtodnin Scopus.

[T cvykekpyéva, Yo KAOe cLYYpaPEn, GLALEYOVLE TANPOPOPIES GYETIKA LLE TOV
aplOpd TOV ONUOGIEVGE®V Kol TIG TOPATOUTEG o€ Tnowo Bdor. Extoc and avtd,
£XOVUE KATAGKEVAGEL OVO TOHTOVS YPAPWOV GLVEPYAGING, OOV KAOE cuyypapEas etvat
GUVOEDEUEVO LLE TOV/TNV GLV-GLYYPAPELG LE OKILES TTOV VITOOEKVVOLV £iTE TN dVVaUN
N v enidpaom g cvvepyasiog. Ot ypaeot £xouv KATOoKEVAGTEL GE £To fdon,
KkaBmg Kot ta Bapn TV aKpdV vo eival 0fpotoTikd [e GKOTO TN GLYKEVTIPWOGT TOV
TANPOPOPLOV aTd T TPONYoLUEVA YpOVia. TEAOC, paprolovpe TOAAEG TEXVIKEG
e€0pLENG YpApwV amd TV Brodoyia Kot TNV avAALGT KOWVOVIKOV SIKTVOV DGTE VO,
OpIGOVE TNV KOWVOVIKOTNTO TV GLYYPAPEDY GTOVG TTpoavapepBeis ypapovg. 'Enetta
YPNOUOTOIOVE QLTA TOL YOPOUKTNPLGTIKE Y10 VO OT|LLLOVPYTICOVUE OETKTEG OAAAYDV

v vo GVAAGPBoVLE TNV €EEMEN TOV YOPOAKTNPICTIKAOV GLYYPUPEDY GTO YPOVO.

e emdpevn Ao, opadOTOLOVIE TOVS GLYYPAPEIS Le TapOLolo aptOud
ONUOCIEVCEMV, AVOPOPDY Kol TPOPIA cLVEPYAGLOY Ypnouonotmvtag tov K-means

alyopBpo opadomoinong Kot piet AloTo amd yvmoTéG HETPIKES Y10 a&loAdynon
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opadomoinong mote vo, Kabopicovpe tov koAvTepo apBpud tov opddwy. Eneita
OMUOLPYOLVTOL ETLYPAPES Yo KAOE opdoa pe PAon T o EEEXMV YOPOUKTNPIOTIKA

TOVG.

[Mo vo avakeADWov e T TO CNUAVTIKE GE TANPOPOPIn YOPUKTPLOTIKA
YPNOLOTO0VE oTaTIOTIKEG pEBOdoVE. Téhog kdvoupe o opodomroinon pe faon
YPOVOLOYIKEG GELPEC ypNoomolm®vTag dynamic time warping yio vo opodorot|covue
TOVG GLYYPAPEIC e BAom TO ¥POVOAOYLO KOl GLYKPIVOVLLE TOL OTOTEAECUOTO [LE QLT

NG KOVOVIKNG OPLad0ToiNoTG.
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1. EIZATQI'H

Mepikég elo0y@yIKég TANPOPOPIES Yio TOVG GKOTOVE KOl TH PIAOGOPI0 TOV EPEVVOV

Log.
1.1 XTOXOI

O okomdg avtg ™G epyaciog eivor 1 dnpovpyia pog pebodoroyiog yio tnv avdivon
TOV EPELVNTIKOV EMOOGE®MV G€ dNUOGIEVST APBPOV, VOPOPDV KOl GUVEPYACIES LE
dAovg epeguvntéc. H pebodoloyion ehéyyetar o€ GLYYPOAPEIC CLVOEOEUEVOVS UE
eEMMVIKE TavemoTio. Kot xpnolomotel mAnpoeopies and 1 PAcn OedoUEVEOV
Scopus. Qot6c0, omoldNTOTE GAAN OUAOO. EPELVITMV Kol ONOONTOTE GAAN
BiBroypaikny Baon dedopévav (pe dnuocicvon kot vtoPAndeiceg mAnpogopieg ava
apOBpo kot £tog) Ba pmopovoe va ypnoomrondel. Ta yapaktmpiotikd mov e€etdotnKoy
v kéOe cvyypapéa, oxetiCoviar pe TS OMUOGIEVGEIS TOV, TIG GLVEPYOOIES, TIS
avagopés, Kalmg kol v €EEMEN avtdv 6T1o Ypovo. Eyxyovpe cvvovdoet avutéc Tig
TANPOPOPIEC OE UL GEPA OO PUETPIKES, AALEC TOAD ONUOPIAELS Kot BALEG TPOTOTVTEG,

01 OTtO1EG, OmOTEAOVV GTOLYEI0 LETPTGEMV Y10 TIG EMOOGELS EVOG EPELVNTN.
1.2 TEXNIKEX

Ot peBodoroyieg mov ¥PNGUYOTOOVVTOL GTNV ££0PVEN YVAOONG OO TO. OEGOUEVA LLOG,
etvar onpoeireig tpdmovg mov ypnoiponovvtal cuVROMG oTIS epyacies eE6pLENG
dedopévav. H ypnon tov ypdewv givat mavtov, o€ 1apopeg Lopeéc, 0rme multigraph,
ue Bapn n power graphs, omd Tig 0moieg AmocTOVUE OPIGUEVE UETPO, CNULAVTIKOTITAG
evog ovyypagiac. Emmiéov BiAtoypaeikn deikteg Ommg dpBpa avd £T0¢ Kot avapopEg
xpnowonoovvial, gite ¢ &ibiotor gite tpomomompéva dote va mepAopPavouv
peimon og oyéon pe v maiodtra. H dwatpipr] avt yopakmmpiletot and v ovcio

TOV YPOVOL Kol TOG ENMNPEGLEL TOL XOPAKTNPIGTIKA KO TOVG OEIKTEG EVOG GLYYPAPEQL.

H avéivon pog arotedeiton omd o TopakdTo frpota:

4. XvAloyn dedopévev
Eivar avéxtnon PipMoypapikedv mwinpogopidyv, pe Pdon TNV Ynoelokm
BpAodNKn Scopus. To vikd agopd épyo amd EAANVIKA 10p0pato Kot Tovg
avtiotoryovg ocvyypapeic. H Baocwkn pebodoroyia oe avtd 1o o1ddo givor o

oLVOVAGLOG dopnuéEvmy dedopévav ue web crawling péoa and i oeMdeg g
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ymoeokng Pprodnkng, kot M amodnkevon TANPOEOPIOV CYETIKE HE TO
otyeofetuéva apbpa Kot Guyypageic.
5. Tlpo-eneéepyacio dedOUEVOV
Ta dedopéva yopilovtar og xpovia, £Tot yio kdbe £Tog 600 TOTOL CO-ONUIOVPYOG
YPAP®V KOTAGKEVAGTNKOV, VOV Y10, TNV KOTAYPOUPT TG KOWV®VIKIG "dvvoaunc"
eVOG oLYYPOQEN Kol £vol Yo, TV TTO0TNTO TV cvvepyaotov. Kabe etmoiog
YPAPOG TEPLEYEL TANPOPOPIEG TOV AVTIGTOLYOV £TOVG KOl TMV TPOTYOVUEV®V,
TPOTOTOMNIEVO KATAAANAO (MGTE VO EMTLYYAVETE 1 peiwon Adyo maloidtnTo
0Tl aKkpéc. Or TAnpoopiec oTig aKpUéEC TepKAEiovy avapopés, aplBpud cuv-
CLYYPAPEDV KoL TOANOTNTO QPEVOS, AQETEPOV TOV apdud TV ApBpwv Tov
yYp&yav ot 300 GVYYPAEEIS. ATO AVTOVG TOVS YPAPOLS Kot TNV Bdor dedopévmy,
0o Byovv opiopéva yopaKINPIOTIKA Y10 KAOE £TOG TOL ATOTVITOVOVY TO TPOPIA
TOV GLYYPAPER TO GLYKEKPLUEVO £€T0G. To YopaKTINPIGTIKA 0POPOoLV TIG
SWPOPES HOPPES TV  AVOQOPAV, TOV ApBpV, TOV ETMTOCE®V LG
ocvvepyasiog, g onuociog Tov ovyypagéa Ad0y®m g 0éomg tov oTO
ovyypapikd diktvo «Am. [o va vmoloylotodv ovTd, YPEACTNKE Vo
gpapprootovy opiopéves pEBodol eEO6puéng ypaewv Ommwg powergraph won
eigenvector avdlvon. Y otepa xp1CILOTOIOVUE UETPIKEG QAAAYDV GE OVTA Y10
Vo aypoAoTicovpe TV €EEMEN TOV EPELYNTH GTO YPOVO.
6. E&opuln yvong

H cvotadomoinon (clutering) tov cuyypoagémv givor to embountd anotélecpia
™G avdAvong pac. Avtd emttevydnke péow tov dataset pe tovg deikteg ahhayng
kol pe aiyopiBuo K-means. O 1dovikdg apBuog katnyopidv kobopiotnke
EKTEADVTOG TEPANATO UE TOV OAYOPIOUO Ko HETPOVTAG £va GOVOAO omd
deikteg aglordynong, 6nmg o dgiktmg Dunn (Dunn 1973), Davies-Bouldin
(Davies and Bouldin 1979), n uéon andéotacn and 1o kévipo gvog cluster koun
amodotang petaén tov cluster. O yapakmpiopdg tov clusters Baciotnke oe
EMPAVEIG TYES TOV YOPOKTNPIOTIK®OV TOove. Emiong o dwadwosio emhoyng
YAPOKTNPIOTIK®OV S1eéNyOn, XPNOLOTOIOVTOG TNG OTATIGTIKN TeYVIKT Singular
value decomposition ¢ pia amlovotevpévn popen tov dataset, Tpokeipévon vo
Kabopicovv TIC Mo evivtwolokd oto clustering yapaxmmpiotikd. Télog,
Kataokevdotnke va dataset pe Tig ypovocelpég TV GLYYPAPEDY Y10, TO TTLO
e€éymv YOpaKTNPIOTIKO, Yo v YiVEL [0 GLGTAOOTOINGT LE YPOVOGEIPEG

ypnowonowdvtag to dynamic time warping o¢ HETPO OTOGTACNG TOV
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YPOVOCEIPOV Kol Tov  oAyopiBuo partitioning around medoids. Ta
aroteAéopato aEloAoyobvtal e oyéon pe TNV TPp®Th GLGTASOTOINGCT Kot
KOTOYPAPETE TO TOGOGTO EMTLYIOC.

YVVOTTTIK(, Ol KLPLOTEPEG GUVEIGPOPES TNG TOPOVCOAS EPYACIAG:

e Kartackevn dataset pe 7tovg epguvntéc  tev EAMMnvikov  1dpvudtov
ypnopomotwvtog e€eArypéveg pebooovc. I'a mapdderypo Eva p€POg LTS TG
@AoNC amOLTOVGE TNV AVOYVOPLoT] AYVOSTOV GUYYPAPEDY. O oVoyVOPIGUEVOL
OLUV-GLYYPOQELS  €VOG  AYVAGTOL  GLYYPOPEN,  HOG — ETMETPEYOV V.
KOTOGKEVAGOLLE £€Vo. UNYXOVIGUO TOVTOTOINGONG YL TNV €milvorn, 7Tov
avtiotoyel Evav vroyneo id y évov dyvmoto cvyypoaeéa, pe Pdon
GLYVOTNTO GLVEPYUGING LLE TOVG OVOLYVIOPLGEVOVS GUV-GUYYPOUPELS.

e O mapdyovtag TG TaANOTNTOS GE KAOE CLVEPYOGING, KL 1] OVAAOYIKT LEI®MOT)
ota Bapn tov ypaewv. H angikovion g moiatdtntog o€ PipAtoypaeikd pétpo
(. y. avoapopég THmpovuEVES avd £tog). Agikteg aAlayng oe PAoYpapiKé
pETPaL.

o AZwloynon peTOEL  GLOTOOOTMOINONG UE  YPOVOOCEIPEG KOl OTANG

oLGTACOTOINONG LE OEIKTEG QALY DV.
1.3 AOMH EPT'AZIAZ

H mroyioxn etvan opyavopévn og €€ng: Evotta 2 mapovctdlel opiopéveg GTOtEIDOELS
EVVOLEG LLE TIG OTTOTEC TTOV 0 avayvdotns Bo pémet va eivor e£0IKELMUEVOS, TPOKEUEVOL
VO KATOVONGEL TANP®G TIS PAoelg ¢ oviivong. Kepdiao 3 mapovoidletar to
Bewpntikd vOPadpo TV HeBdd®V oV a&lomomOnKav, OPIGUEVES OO TIC OTOlEg Etvat
NON YVOOTEG KOl EMPOVEIS TEYVIKEG GTOV TOUED TNG TANPOPOPIKNG, GAAEg elvarn
VEOTEPEG KO T VITOAOUTO. eivan 10€e¢ Tov mpoteivovpe. Kepdiato 4 cuvoyilovral ta

CLUTEPACLLATO TNG £PEVLVAG KOl dTvovTol KOTEVOVVGELS Y10 LEALOVTIKT] £pYaCiaL.

MNQProz NANATrornoyYAOz ZeAida 72 amo 103 IOYNIOZ 2014



E=ZOPY=H INQxHX ANO BIBAIOTPADIKA AEAOMENA

2. TA BAXIKA

Avt 1 evoTNTO TOPEXEL OPIOUEVEG PAGIKEG TANPOPOPIEG TYETIKA UE TIC TEYVOLOYiES

Kol O1001KOGIES, TIG OTTO1EG AP OUOTOCOUE Kol EIVOL OVOryKOiES, YioL TNV KOTOVOTON)

TOV VTOAOITOL TNG STPLPNG.
2.1 SCOPUS

H avdAivon emikevipdveTonl 6TNV €PELVNTIKY SPACTNPLOTNTA OPICUEVOV EAANVIKDV
TOVETICTAUIOV  TO TEAELTOMOL Ogkamévie ypoOvia. Xtnv  mpoomdfeld pog v
eEaocpaiiocovpe OTL Ta OmOTEAEGHOTO TNG epYyaciag pag Ba ivor 660 T0 duvaTdv o
a&10moTo, GLYKEVIPOONKAY GTOtYELN 0T o oo TIG O EMPAVG Kot AELOAOYEG TN YES

TV BAoypapkedv dedopévav, n ynoetakr BiAtodnkn Scopus.

2.1.1 TENIKA

To Scopus etvor pion Pphoypapikny PBdon dedopévav, n omoio meptéyel titAovg,
OLYYPAPELS, Kot avapopéS Yo Ta akadnpaikd apbpa. Kaivnter mepimov 21.000 titAovg
(meprodikd kot cuvedpla) mave omd 5.000 exddTEG, OGOV APOPA TIG EMGTNUOVIKEC,
TEYVIKEG KOl WLTPIKEG KOl KOWMVIKEG emothueg. Eivar oty bokmoia g Elsevier,
mov givon P a&locéPaotn exdoTikY| tatpeia, kol ivol dtwbféciun oto dadikTLo pE
ouvopour.. H avalpmmon oto SCOpus evoopotdvel avalnTnoel EMGTNUOVIKMV
10T06€EAI0EC pHécm Tov Scirus, éva alho mpoidv g Elsevier (Kulkarni, et al. 2009).
EmumAéov, To SCOPUS TpocpEpetl TPOPIA GLYYPAPEDVA, TOV TEPEXOVY TO WOPVUOTH CE
omoio aviKoLV, ToV aplBud TV INUoctedcemv Kot PPAMOYPaPIKES HETPIKES OTTMG Ot
AVaQOPES oG, 0 apliudc Tov avapopnv oe kabe Eyypapo kabmg kot analytics yw va
TOPOVGIACEL L0 YEVIKT EIKOVO TNG KOPIEPOS TOV GLYYPAPEN. L& CUYKPION UE GAAES
avaloyeg Pprobnkeg, to Scopus mpoceépet 20% peyordtepn kdioyn oo to Web tng
EMOTNUNG, KOAVTTEL £V, EVPVTEPO PAGLA TV ePnuepidwv ard PubMed kot €yet mo
ovvenn anoteléopata and to Google Scholar, Tov mapéyetl mo avenapkeic, AMyotepo

ovyva evnuepmpéveg mAnpoeopieg (Falagas, et al. 2008) (Erten, et al. 2004).

2.1.2 AEITOYPT'IEX KAI IIEPIOPIZMOI

To Scopus mpoceépet dedopéva apbpmv, ypnoiorol®vtag dtipopec peboddovg (. y.
API, dopnpéva apyeia, mepmynon). To 6pro yo ) ANy apyeiov pe mAnpopopieg oe
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popen csv eivar 20.000 dnpocievoels.. Ta yapaktnpiotikd tng Kabe dnpocicvong eivot
T0 £T0C OV ONUOCIEVONKE, TO OVOUO TOV GLYYPAPEMV (Ywpic avayvmplotikd id), To
ISSN kot o tithog TG @M uepidag, 0 aptOUog TV GEAID®V, 01 GLVOMKEG OVOPOPES O
™ dnpocicvon g to £tog 1997, ot avapopéc ava £tog amd to 1998 kot petd. Av ko
ueyéAo oe Oyko, amd ovtd 10 6€T dedousvev Eleme o (oTikny ovoia, ta id TV
oLYYPUPEDV, KADIOTOVTOS TIG TANPOPOpieg eAMmelS. AvTtd opeileTon 6TO YEYOVOG OTL
OTNV TEPITTMOOT CLVOVLLLOV, B0 LTOPOVGOE VO UTEPIEYOVUE TANPOPOPIES YiaL dVO

POPETIKOVG EPEVVNTEG OE Evav.

22 2ZYN-ZYITPADIKOI ITPADOI

Ot ypdaopotr cvvepyooiag (Odda 1979) ypnoipomolovvial gupémg GTOV TOUEN TMV
OO HOTIKOV, TOV KOWVOVIKOV ETICTNUOV KOl TNG TANPOPOPIKNG, KUPIMS GTOV TOUEN
™G AVIAVOTG KOWVOVIKOV dikTvwv. ['papoc cuvepyaciog ivor pa dopr| ypdeov, 6mov
01 KOUPOl avamapioTovV GTOpO TOL GLVEPYALOVTOL LETOED TOVG KOL 1) KT TOV TOVG
ouvdéel Ogiyvel por cuvepyaTiky oxéon HeTalld Tovg. Xe YeVIKEG YPOUUES, Umopet
KATO10G va. 1oyuploTel OTL 1 PNOT TOV YPAP®V £lval OPKETO EVEAKTN Kot UTOPEL Vo
YPNOWEVGEL GTNV  AMOTOTWGCT TOAADV TANPOEOPLOV Yo &va  dikTvo  peTa&y

GLYYPOUPEDV.

2.2.1 BAPH AKMQN

To Bapog TV akpdv uropet va avTimpocsorevel Sapopa Tpaypota. Ot avapopés mov
&xouv AdPel uéxpt otypng, m tov apBud tev dpbpwv mov £xovv cuvyypdyel 600
epeuvntéc tvanr 000 mpoeavr| mapadeiypata. To Papog g akung eivar cvvinbmg
avdAoyo pe ™ @HOMN TOL YPAPOL, LE TNV Evvola OTL vag amAdg YpApog pe Bapog Tig
avapopéc evog apbpov otig akpéc, Ba petatpanet oe éva multigraph, 6tov ot 600
OLYYPOPELS YpAwoLV Eva KatvoOpylo ApBpo , 6e00UEVOL OTL i VEX oK LETAED TOVG
Oa mpootebel. Amo v GAAN TAELPE, av dtatnpovue pio akpun Yoo KAOe cuyypaeikod
Cevyoc, 101e eite yAvoupe o otolyeior TG deVTEPNG ONUOGIELOT, 1 TPOTOTOLOVLE TO
BAapog g akung . . T0 GOPOIGHA TV AVAPOPDV TOV Ol VO CLYYPUPELS EYOVV TAPEL.
"Evag evoaAAaKTIKOC TPOTOC IOV YPNCIUOTOLEITOL 08 TOALEG TEPITTOOELS Eivan £va hyper

ypaenua (O'Madadhain, Hutchins kot Smyth 2005) .
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2.2.2 KATEY®HNXZH AKMHZX

I'evikd ot akpég pmopet va eivon pe korevbovoueveg n katevbovopevee. Otav pAdpe
YL CUVEPYUTIKOVS YPAPOLS, cuviBwg sivor un katevBouvopevol yati n akpn givon
apotBaia. Or katevBuvopeveg akUéG o Evav YPAPO UTOPOVVE VO DITOJEIKVOOLV TIG
avaeopég mov €xel kavel €va apBpo ¢ éva GAAo. Avtod to potifo avayvopiletot
TEPLOGOTEPO GE EVAL AAAO INUOPILEG BALOYpapkd Ypdo, Eva diktvo avapopdv (AN,
Janssen kot Milios 2004) Ztnv mepintoon autr, ot kOpPot ivat dBpa Kot ot akpég ivar
avaeopEég Tov €vOog GpBpov oto GALo. Mmopel va Ponbnoer otnv amokdaAvym

OLYYPOUPIKNG OLOIOYEVELNG, OLOtOTNTO HeTalD eyypaowv (Martyn 1964) KA.

2.2.3 AEIKTEZ TPA®QN

Eivor o1 xvpiowg tuomikol deikteg yuo NG avAALONG KOWOVIKOV SKTVOV OTMC
normalized degree (Borgatti kot Everett 1999) , betweenness (Freeman 1977) «\x.
[Ipdopato Pi0 €01KEC POPUOVAEC €xouv TPoTalel Yoo GLYKEKPIUEVT YPHON OE
BipAoypagikovg yphoovs. To Eigenfactor (West kor Wiseman, The Eigenfactor
Metrics 2008), n onuacio g evog apHpov 1 evog meplodikod pe PAon To oGO Kat TO
TOGOCTO TMOV OVAPOP®V TOL AdpPavel amd £ykpita apBpa 1 epnuepideg. MoAovoTt
apywd mpotddnke Yoo OlKTLA AVAPOPADV, EYEL EPUPUOCTEL KOl GE GLYYPOPIKE

diktva (West, Jensen, kot cvv. 2013) (pe v 0w prhocopia).

2.3 POWER GRAPHS

H power graph avaivon ypnoonoteital kupimg otov Topén TG fLOTANPOPOPIKNG Yia.
OTLTIKOTTOINGY] TOAVTAOK MV SIKTV®V Y®Pig TNV andAsia TAnpopopidv (Royer, kot cuv.
2008). Avtn 1 pebBodoroyia Exel EPUPUOCTEL e EMTLYIO KOl GE CLYYPAPIKA SIKTVLO GTO

naperdov, (Tsatsaronis, kot cvv. 2011) (Varlamis ko Tsatsaronis 2012).

2.3.1 OPIZMOZX

H power graph avéivon avayvopiler Bacucd potifo oe évav ypaeo ,0mo¢ aoTépt,
KAiko ko biclique kot to ypnolomotel Yoo Vo KOTOOKELAOEL [0, O GUUITOYNG
AVOTOPAGTACT] TOV YPUPNLATOS. AVTO EMTLYYAVETAL LE TN YPNOT POWEr KOUPwV, Ta

omoia givar évag KhkAog mov mepikieiet kOUPoLG 1 KOUPOVG 1GYVOGC, Kot POWEr aKpEg,
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TIC OKIEG HeTOEL TV power kopPwv. H petapopemon tov potipwv e power kopfoug

anewoviletar omnv Ewkéva 1 ko akorovBel v e€ng pebBodoroyia:

e To biclique givar 600 cOvora TV KOUP®V pe pia akur kabe KOpPBov Tov £vOg
oet ue ke kouPo oto dAro. Te éva power graph, éva biclique amewoviletan
®¢ 0vo power kopPot mov amoteAovvtol amd Tovg KOUPoLS oTor OVO apyIKd
oOvola, Ko évo power edge peta&d toug.

e Ot xAikeg etvar éva 6UVOAO oo KOUPOLS e o ok amd kKabe kOpPo og kabe
GAro kopuPo. rov power graph, po kAiko aviimpocoredetol amd Evov power
KOUPO oL TTEPIEXEL OAOVG TOVG GVYYPOPEIG TOV GUVIEOVTOL LETOED TOVC, LLE L0,
OQLTOOKLN.

e To aotépra givar €va 6HVOLO amd KOUPOLG Kot £vag GALOG KOUBOG, LLE Lol oK)
petald kdbe kO6UPov 610 TPAOTO GUVOAO KOl 6TOV EeYmPloTd KOUPo. e Eval
power graph, éva actépt avimmpocmnedetal omd évo power edge avaueca og
éva kavovikd kOppo katl évov power kopfo mov €xel 6AovG TOLS KOUPOLS e

TOVG 0O10VG Etvat GLVOEDEUEVOG O EEXMPLETOG KOUPOG GTOV KAVOVIKO YPAQO.

Ewova 23: MOTIBA TPADQN TA POWER GRAPHS

Ewova 24: MOTIBA TPADQN TA POWER GRAPHS
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2.4 OMAAOIIOIHZH

Opadomoinon, (cluster analysis) eivor n dadikacio Kotd v omoio. v cHVOLO
OVTIKEWEVOV OLOCTTATAL LIKPOTEPES OUAOES, LE PACT) TNV OUOLOTNTO TOV AVTIKEUEVDV
0TO £0MTEPIKO KADE EMUEPOVS OUADOG KO TNG OLVOLOLOHOPPIOG TOVG LLE TOL OVTIKEILEVDL
oT1¢ VTorouteg opddeg. Ot ouddec avtég ovoudlovrtan cluster. Eivar pio ko teyvikn
oV YpNooToteiTal Yoo e£0pLEN OEGOUEVMOV, UNYOVIKT LAON oY), OTATIOTIKY avdAvon

OEO0UEVOV KATL.

2.4.1 AATOPI®OMOI CLUSTERING
O1 olyop1Bpuot opadomoinong ta&ivouovval GOUE®VA UE To. LovTéda TV cluster tovg.

e Centroid povtéha: ZXZto centroid poviého ta  kévipo Tev - clusters
OVOTOPIGTOVTOL GOV ONUElD LECOV TILOV, TA OToilo pmopel v unv givor Eva
AVTIKEILEVO 6TO 6VUVOLO dedopévav 1. x. K-means (MacQueen 1967) .

e Connectivity povtélo: Movtéha pe Baomn To connectivity, dnpovpyodv opddeg
ue Baon v amoctacn TV mapatnpioemy . x. Hierarchical (Johnson 1967).

e Distribution povtéha: Zta distribution povtéla Ot cuetddeg opilovton pe v
a&lomoinon oTaTIoTIKOV Katavoumv Tov dedopévav (Xiaofei, et al. 2011).

e Density povtéla: Ta density povtéda dnpiovpyodv coumAéypoto pe Baon tnv
TUKVOTNTO TOV TIHLAOV TOV TOPOTNPNCEDV, GTO YOPO TOV OEOOUEVOV T. Y.
DBSCAN (Martin, et al. 1996).

2.4.2 AZIOAOI'HXH THX OMAAOIIOIHZHZ

H a&oldynon pia cvotadomoinong avagépetor 610 Pabud mov 01 GLOTASES TOL
TopAyoviol amd Tn otedkocio dnpovpyiag cvoumieypdtomv, &ivol TPayHoTL o
VILAPYOLGA SOUN OTA APYIKA dEGOUEVA LLOG, OTOTE 1| CLOTAOOTTOINGT NTaAV mTVYNC. Ot
LETPIKEG EYKLPOTNTOG TTOV EMAEYOVTIOL GE TOAAEG TEPUTTAOCELS £EUPTAOVTOL OO TNV
evon ¢ ovdivong tov dedouévov kar Tig mpobécelg (Halkidi, Batistakis and
Vazirgiannis 2001). T'evikd ecotepikéc petpikéc a&roddynong dwacyilovv ta clusters
OTO YOPO TV OEGOUEVAOV Kol HETPAVE TIC TIHEG TV EEl0MGE®MY OV Paciloviot 6TIC
amootdoelg petafd TV TopatnpioE®V, TV KEvipmv tov cluster, g doung, tov
neyébovg kar g mokvotntag tov. I1. y. Silhouette (Rousseeuw 1987). Ta e£mtepika

HETPA, amd TNV GAAN TAELPA YPNCLOTOLOVY dEGOUEVE TOV £YOVV KOTIYOplomoOet
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and mpw  (emnpovuevn péBodog  pmyovikng  pabnomg). Ot olyopiBuot
OLOTAOOTTOIN GG TPEXOVV Kol TO ATOTEAEGHATO AEtoA0YovVTAL PE PAoT) TO TOGO KOVTA

eivon otig Tpokabopiopéveg etikéteg . . Rand Measure (Rand 1971).

MNQProz MnANATOnoyYAOz ZeAida 78 amo 103 IOYNIOZ 2014



E=ZOPY=H INQxHX ANO BIBAIOTPADIKA AEAOMENA

3. MEO®OAOI

Ewdwkég pébodot mov Ba a&tomomOniay, tporomombnkay 1 dnpovpyndnkay Katd

SLAPKELNL EPEVVOV LLOG.
3.1 OPIZMOI

Ol PETPIKEG OV AVOPEPOVLE GTO VITOAOUTO GTAO0 TV PEBOdWV, TEPEXOVV E10KA

HETPa IOV Oa TPEMEL VO, SOIEVKPIVIGTOVV:

o P, =TadaplOpa tov epsvvn)i.
e t, =0 ypovog mov e£eTAlove.
o t,=To01998,0 ypodvog mov éckivaeL n kataypagn Twv SeSoUEVWY UAS.
e tz =To 2005, 0 televtaiog ypovog mov eetd{ovue.
o pap;(j) =
0 apBuds Twv apbpwv Tov ExeL ypapeL Evav epevvnTig i To €706 j.
o cit(i,j) = 0 apBuds twv avapopwv mov élafe to apbpo i to £tog j.
e aut(i) = 0 aptbuds Twv avyypapéov evoc apbpov i.
e year(i) = To étog Snuoaicvong tov apbpov i.
e N, = Otyerovikol kOufot Tov kOuLov x.
e E(i,x)=
To Bapog ¢ akun¢ UETAEV TOV X KL TOV i GTOV TTOLOTIKO Y PAPO.
e PN, = Otpower kOufog mov elvar yeitoves atov power kOufo x.
e PC, = Otpower kOufo mov Teptéyovv Tov power KOULO X.
e PW(x) = To Bapouvg tov power kOufo x.
e PE(y,x)=
To Ba&pog tng power akpn¢ TOV cUVSEEL TOV power KOUBOo X KatL ToV power KOufo y.
e (|l = Eva gvvolo and cvoTddeg.

e ¢; =To kévipo tn¢ i ovoTAdacg.

e d(i,j)=
H andéotaon amd to onuelo i ato anuelo j atov ywpo tTwv SeSousvwv.
o =

Mix otabepa Tov eigenvector centrality, mov eaptatal amwd Tov Tpdmo oualomoinorng.
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3.2 TPA®POI

H ypnon cuvepyatikng ypaomv LG ETETPEYE VO, ATOTUTMGOVLE KATOIEG TANPOPOPIES
TOV EPELVNTOV GE SLAPOPES JCTACELS, OMWS OVTOYN OTO XPOVO KOl 1| KOWMVIKN
onpacio. ['a to okomd avTd eKPETOAAEDTNKALE TV gvEMETLD TOV TAPEXOLY OL YPAPOL
OTIG 1O10TNTEG TOV PapdV OTIG AKUES, KOAODS Kol TO YEYOVOS OTL O1 YPAPOL ETEKTEIVOVTOL
060 av&dvouv Ta ¥povia, TOPAYOLV GNUOVTIKE GTOLXEIN Y10 TIC OPACTNPLOTNTES EVOG

GLYYPOUPEQL.

3.2.1 EEEAIKTIKOXZ 'PAO®OX

Ot ovv-cuyypaikol ypagpot eEgAicooviol 6Tov Ypovo. Avtd onuaivel 6t 0 YpaQog
K6Oe £tovg, Oev meplthapPdvel pOvo TG cuvepyacieg avutod TOv €TOVE, OAAG
GLGGMPEVLOVTUL OAES OO TIG TPONYOVUEVEG YPOVIES PEYPL TO TPEYDV. ZVUVENMOC, £V dVO
oLvyypaeig £xovv cuvepyaotel g £va dpBpo 1o 1999 kot og dVo to £10¢ 2000, 0 Yphpog
tov étovg 2000 Ba mepiéyet o dpbpo tov £Tovg 1999 kot ta dHo dpbpa mov Tov 2000.
‘1810 mpdrypor 1oyveL Ko Yo TG avapopEg mov Exet dexdel o cvvepyacio. Ot avapopég
etvar aBpototikég, mpdypa mov onuaivel 011, kabmg o xpovog mepvd, o aplBuds Tov
avaPop®V TTOv yivovtol mpog £va apBpo amd aAla apBpa pmopel vo avEnbel | va
napapeivel otafepoc, EXELON O OVOPOPES OV LITOPOLV Va. dlarypapovv. Ot ypdeot Tov
ONUIoVPYNONKAY ATOTVTTMOVOLV TNV CTHAGTN TOV APBPOL TNV OEGOUEVT XPOVIKI GTIYUN,
OLVETAG £fvol GNUAVTIKO VO AGBOVLE VITOWY LG KOL TIG AVAPOPEG TTOV EXEL TTAPEL PLEXPL
exelvo tov ypovo. ['a moapddstypa, éva apbpo mov ypdotnke kotd to £€t0g 1999 Ha
epepavilete oto 1999-ypaeo pe tov aplBpd tov avaeopdv tov Elape to 1999 . Katd
tov 2000-ypapo ot avapopég mov Aappdvovtor vroyn elval EKelveg mov Eytvay pEYPL
10 ¢10G 2000, dnAadn Kot ot avapopés Tov = 1999 kan ot avagopég Tov 2000. Avtd

1GYVEL KOt Y10, To, VTOAOUTAL £TN).

[3.2.2 BAPH AKMOQN

Evd m dopun tov Ypapov amotum®vel THV KOW®OVIKT 00VAUT TOL GuYYpapEd, To BApog
TOV OKUAOV TEPLEYEL L0 AAAN ovoia, (OTIKNG ovcia 6TV aVAALGY| LOC, TO TPAYUATIKOG
avtiktumo pag cuvepyaciog. Eva cvuvepyacio €xet aviiotoyotel og o axpn peta&d
TV 000 GLYYPUPE®V GTOV ETNGLO YPAPO. AVTO onuoaivel OTL aLT 1 aKuY| B Tpémel va

ePEYEL To oToryeia OAV TV dpBpwv Tov cuvEypayay pali ot 600 cuyypaEEis, LEYPL
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T0 YPOVO OV OVTICTOLYEL GTOV YPApo. Avti 1 cuvdBpoion yvaoong kpicyo {nTnua,
dedopévou 0Tt pémel va. AneBodv vdyn kdbe mTvyn Tov KAbe Eyypagov. I'a Tic
avdykeg TV aviivong, onpovpyncape évo Levydpt ypaemv pe S1opopeTikd PApog

OTIG OKUEG, DOTE VO OMOTUTAOGOVE TIC TOAAEG SLOGTAGELS TOV TPOPANUATOG.

13.2.2.1 TOZOTIKO BAPOX AKMHE

H akpn Bapog Tov mocoTikod Ypapov avTimpoo®reveL Tov dyKo g cuvepyooiag (CV)

TV S00 OMUIOVPYDV X, Y. AVTITPOCGHOTEVEL TO TOGEG POPEG £YOVV GLVEPYAOTEL O

EPELVNTIG X KL O EPELVNTNG Y UEXPL OTLYUN tn .

CV(x,y) = z 1 ,year (i) <=t, (D

ViEPLNP)

23.2.2.2 I[TOIOTIKO BAPOX AKMHZX

H axpn Bapog tov mo1otikov ypaeov ovImpos®TEVEL TNV EMTVYIO TG CLVEPYAGING
(C) twv Y0 dnuiovpydv x, y . Eivatl 1o cuvolikd avtiktuomo piag AMoto amd Eyypopo

OV GLVEYPOYAV Ol dVO GLYYpaPels Kot opiletar mg:

ax N, cit(i,)) + B
Cl(x,y) = 2 aut (i) * (1 +t, — year(i)) ,year(i) <=t, (2)

ViEPyNPy

H ovcio avtov tov povtédov ivan 6t 1 emttvyio evog apBpov v 6£d0UEVN XPOVIKT
oTiyun| thetvor avaioyn pe tov aplpd Tov ovaeopmv Tov £xel AaPet elxe uéyxpt ov
TNV OPO, OVTIGTPOPOS aviAoyN Le TOV aplBid TOV GUYYPUPEDY TOV GLUUETEXOV GTNV
CLYYPOPY] TOL Kol PE TN dpopd Tov £T0¢ oL £lye oNpootevdel pe 10 t,, 10 omoio
anewovilel 1060 mald givor to dpBpo oto ypdvo t,. To +1 oto TapovouacT KOADTTEL
mv mepintwon o6mov t, = year(i) (Otav to PBiPrio eivar ypoupévo yio to Tpéyov
€10¢ t,,). T kaBe 6V0 cLvyypaeic , T0 ABpOIGHA TNG EMTLYING OAMY TOV KOVMV TOVG
apBpwv givar 1 emtuyia g cuvepyasiog Tovg 6 pia OeOOUEVT XPOVIKN oTyun t,. H
EMAOYN TOV TWOV @ Kot B, VTOONAMVEL TO €EVOLLPEPOV Y10 TIC EMMTOCELS TOV
ovyypagpéa g epyacioc (o) 1 otnv mocoOTNTO TOL/TNG ONuUocievcelg (Pnta). Xe
nepdpata pog, aropacifovue va pvOwotel @ = 0,7 Kot f = 0,3 AALG avtd ciyovpa

YPEBLETON TEPOUTEPM TTEPALLATAL.
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3.2.3 XAPAXTHPIXTIKA AIIO TO I'PA®O

Katd ) didpkeia g dadikaciog yio tn dnpovpyio evog dataset pe yopaktnprotikd
TOV GLYYPOPEWV , TPOKEWEVOD VO TOVG KOTYOPLOMOMGOLUE He PBdon avtd ta
YOPOKTNPLOTIKA, YPNCLUOTOMCAUE TEYVIKES EEOPLENG YPAPMOV Y10 VO KOTOYPAYOVLE
TIC KOWMOVIKEG ETMTOGELS TOL EPEVVNTY. AVTEG Ol TEYVIKES, TOV TPOEPYOVTOL OO TNV
avAALGN KOWOVIKOV SIKTO®V KOl TNV PLOTANPOQOpIKY, 00 yNcoV oty onpovpyia
JEIKTAOV TOV TTEPLYPAPOLY GTOLXELD TOV EPELVNTN YO TI) SOVVALLT TTOV KATEYEL GTO SIKTVO.
Adym ™¢ peiwong pe Paon v ToAadTTO TNG CLVEPYACING, Ol UETPIKEG TTaipVoLV
évav mo emikapo yapoktipa. Emumiéov, 1 16x0¢ Tov cuyypapéa 6TV GLYYPOUPIKT TOV
opada KaBMS Kot 6TV EKTETAUEVT] KOWVOTNTO (01 GLV-CLYYPAPEIG TOV GUV-GVYYPOUPEDV
TOV) TEPAapPavovtal, TO60 and TV TocoTIKN OG0 Kol 0d TNV TOTIKY TPOOTTIKY).
[Ipopavn pétpa, 0TmG 0 aplBdg TV cLV-GLYYPAPE®V Kot 1] BEon Tov gpevvnTh GTO

dikTvo AMednkav emiong vLoOY.

3.2.3.1 XAPAKTHPIXTIKA TIOIOTIKOY I'PA®OY

Eniélape va eEdyovpe yopoKTNPIoTIKA OO TOV TOOTIKO YPAPO, KLPImG EmMEN
neptlopPavel TNy emtuyio pio cuvepyaciog. AEIKTEG OV EYOVV VA KAVOLV LE TNV dOuN|

TOV YPAPOV, £lval 1 10101 KOl GTOV TOGOTIKO K0l GTOV TOLOTIKO.

3.2.3.1.1 EIGENVECTOR CENTRALITY

To eigenvector centrality (Bonacich, Factoring and weighting approaches to status
scores and clique identification 1972) (Bonacich, Some unique properties of
eigenvector centrality 2007) yia évav ovyypagéa x (Eigen(x)) oviiotoyyei otnv
duvaun mov €xel 0 cLYYPAPEN AOYo NG BEoMC TOV GTO GLYYPAPIKO YPAPO GE L
dedopévn otyun. Me Baon 1o yeyovog 0tL 1 akpun omd £vay EmOOVN GLYYPOEED Etvat
7O OUOVTIKN ad [io, amrd KATolov donuo, To eigenvector skympel apyukd ioeg Tiuég
o€ k@B ovyypapéa kol otn cvvéxela g Savavmoroyilel ek véov PacilOpnevo oTIC
ocuvepyooiec. AVt M EMOVOANTTIKY] Ol0OIKOGIO OAOKANPAOVETOL OTOV Ol TUUES

GLYKAIVOLV.

Eigen(x) =

~Yeen, Eigen(t) 3)
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3.2.3.1.2 BAOMOZ

BaOuog (Borgatti and Everett 1999) ywa évav cuyypoagéa x (Deg(x)) givar o apiBuog

TOV OKUAV TOV EXEL Lt OEOOUEVT] GTIYUN, 1] GAALDG TOGOVG GLV-CLYYPAPEIS EYEL.
Deg(x) = Nyl (4)

3.2.3.1.3 BAPOXZ XYNEPI'AXIAX

To Bépog ovvepyaciog (CLW) tov gpeuvnt X €ivat To AOpoIGHa TV Papdv TOV aKUOV
tov ovyypagéa. H gpunveio avty elvar m yevik moldtnTo TV GLVEPYAGIAOV TOL

oLYYpaPEn G o SESOUEVT GTLYUN.

CLW(x) = Xyien, E(,x) (5)

13.2.3.2 POWER GRAPH

Emeidn ot ypdeot pog nrav bontépme Tukvol ypnoiponotoae power graph analysis
mov eivor €dtkevpéVn oV €EOGPLEN YVAOONC OO TLKVOUG YPAPOVG, KLPIMG OTN
BromAnpogopikr. Eeapuocape avtiv v pebodoroyia yioa va PydAovpe kdamoleg
EMMAEOV TANPOQOPIES YO TNV YEVIKOTEPT EIKOVA TOV OIKTHOL KAOE Guyypapéa. Kot ot
dvo ypaoot petatpiamnkav o power graphs. ‘Etot, dnpovpyndnkav Cevydpia tov id610
YOPOKTNPLOTIKOV, KaBéva amd To OTOoio OVTIGTOLXEL GTNV TOLOTIKY KOl TNV TOCOTIKN
mAgvupa avtiotoryo. Ot mTAnpopopiec mov pmopovpe va eEaydyovpe amd Eva power
graph, a@opodv otnv cuvepyacio €vOC cuyypaPEN  LE LOYVPG GTOUO 1] OUADES.
Mmnopovpe, emiong, vo Tépovpe o oicOnon g EKTETAUEVIG GLYYPUPIKNG KOWVOTNTOG
otV omoia avnkel o ovyypoaeéas. Etol, pmopovpe va  avapévoope ovénpéva
YOPOKTNPLOTIKA Y10 TOLG ONUOVPYOVS TOV GVIIKOVV GE EMPAVELG OPLAOES 1) AMOTEAOVV
HEPOC OG YEVIKOL EMTUYNUEVNG ETIGTNUOVIKNG KOWOTNTOG, GOV £VOL EMLTUYNUEVO

EPELVNTIKO 1OpL UL

3.2.3.2.1 BAPOX POWER KOMBOY

To Bapog (PNyeignt) TOO pOWer kopBov 1o omoio avikel 0 cLYYPOPEAS X , OV

cLUPBOAILEL TNV emTLYia Kot TV 1GYL TOV OEGLOD TNG GTEVINS GLYYPAPIKNG TOV OLASIC.

PNweight(x) = PW(x) (6)
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3.2.3.2.2 BAPOZ POWER KAIKAZX

To Bépog tg power kiikag (PNgjigue) OVTITPOSOTEDEL TNV SVVAUN TNG EKTETAUEVG
KOWOTNTOG OTNV OTOL0 AVIKEL O GLYYPUPENS, ONANOT TOVG GLV-GVYYPOUPEIG TOV GLV-

GLYYPAPEMV TOV.

PNaique®) = ) PEGX)«PW@D+ ) PW() )

ViEPN, VjEPCx
3.3 EIITIAPAXH TOY XPONOY

Onwg avaeépOnke kot avotépm, o xpovog dwdpapatilelt onuoviikd poro otnv
avéivon pog. Kabe tunqpa g e£0puéng yvmong el Lo TTUY GYETIKY LE TO (POVO.
Ye k6Pe mepintwon, mpoomabnoope vo epUNVEOGOVUE LLE TOV KOAVTEPO TPOTO TN
doTOC TOL YPOVOV, £lTE e CLVTNPNTIKEG HEBOOOVC, N LLE KOVOTOUEG TPOCEYYIGELC.
Amd ™ kN pog okomid, 660 £vo cLUPay TaAmvel, 1060 voPabuilete N eninTmON
T0V. AVTO amoppéel amd TO YEYOVOG OTL OGO TEPVA 0 KoPOS, TO KOUVOTOUES 1OEEC
EemePVOLV TIG TAALES, AP VOVTAG TIC 6TV toTopia. BeBaimg oty emotiun kébe yvoun
etvar ypnown ko pmopet vo emavegetdletat. Avtog givar o Adyog yw tov omoio
epapuoloovpe v Bempio pog kot oTig avapopés mov dExetal Eva dpbpo, Kol Oyl LOVo
070 £T0¢ ONUOGIELONG TOL, KAT QVTOV TOV TPOTO TO TPOYUOTIKE ETITLYNUEVO TOALAL
£pya mOpApEVOLY GTNV KOPLEY, aeoL cuveyilovv va AapPdavovv avagopéc. Eilvai
onUavTiKd vo. dtevkpviotel O6tL avty M Bewpio EMGTPOTEVETE YOO THV KOAVTEPN
Katnyoplomoinon emotnudévev, kot Oyt yw v agloAdynon tov idlov tov Epynv
avtov Kabavtav. H xowvotopia £ykettor otnv tipopio ovaroyo e TNV TAAOOTNTA,
mov dgv gival TOco ocvyvn oe Piprloypapikég Epevvec. H kotvi mpocéyyion yo v
nolodotnto eivar to N-year index, katd v omoia Aaufdvovtor vroyw pdvo Ot
ouvEPT ta N tedevtaia ypovia Aapfavovtor vrowT. Mia mo e€ehypévn TeYVIKN Uropet
VoL OTOKOADWYEL TANPOPOPIES, OTIMG TNV SVVALLKY] TOV GLYYPAPEN 1] TV OVTOYN TOV GTO

xPOVO, KATL TOV deV Bl uTopovGE Vo TPOKOHWYEL GOPADS OO TIC GLUPATIKES TEXVIKEC.

3.3.1 MEIQMENA XAPAKTHPIZTIKA ME BAXH THN ITAAAIOTHTA

H emoia dataset amotelodviov amd YapaKTPIoTIKA cVYYpaPémy Yia kabe étoc. 'Eva

LEPOG TV YOPOKTNPLOTIKAOV VTMV OTOTEAEITO OO PLETPIKEG YPAP®VY EVED TOL VITOAOLTTOL
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elyav va Kvouv pe Tig aveaptnreg HETPNOELS eVOC GLUYYPOPEN. AVTEC Ol HETPIKEG
anewoviCouv v emtvyion ToL GVYYpaEEn Gov Atopo, Ywpic vo Anedel vToym 1
KOW®OVIKT] TOPAUETPOS, TOPOUOLD. HE TO YVOOTO WETPO Topaymywkdmmrag h-
index (Hirsch 2005).

13.3.1.1 AGPOIZMA TON EITPAGQN

Ot aBpotopa dpBpwv (Psym) TOL £VOG GUYYPOQENS X EXEL YPAWEL HLEXPL p1o. OEdOUEVT
YPOVIKT oTiyun tn.

Pum(@) = ) pap,(D) ®

i=t0

3312 APO®PA MEIQMENA XTON XPONO

O ap1Bu6g TV ApBp@V VO cLYYPAPEN X TTOV £XEL YPAWEL LEYPL LI SEGOUEV XPOVIKN
otryun t0, petmpévo pe Baon v torodvtto (P_penalized).
C pap.(i)
pap,t
Ppenatizea(X) = 2%t -0 9)
l=t0
H 6wicOnon miocw oamnd avtd, eivar 10 yeyovdg Ot 0 aplBudc tov apbpwv evdg
oLYYPOPEN Elval TO CNUAVTIKOG OTav T £XEL YPAWYEL TTO KOVTA GTOV TPEYOVTA YPOVO

Kot Ol GTO HOKPIVO TOPEABOV.

13.3.1.3 TPEXONTA APOPA

O apBpog tov apBpwv mov £ypaye 0 cLYYPAPENS X TN OTIYUN ty,, TOV OElYVEL TOGO

evepyoc eivar 0 oLYYpaEEag oTov TpEYovTa Xpovo (P_now).

Pnow(x) = papx(tn) (10)

3.3.1.4 AOGPOIZMA TQN ANAOOPQN

O ap1Buog Tov avaeopdv (Cit_sum) mov o cuyypaeEas x Exel AAPet uéypt tTnv oTiyun

ty.
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Citgym(X) = i Z cit(i, ) (11)

i=t0 VjEPx

23.3.1.5 ANAO®OPEXZ MEIQMENEX XTON XPONO

To édBpoopo TV avaeop®V OV 0 cLYYPAPEas X Exel AdPet, petwpéva pe Bdon v

nodarotta (Citpengiizea ):

. C cit(i,j)
a%mww@%:;;;;u+i_wmﬁn (12)
AVt pmopet va yivel kaAvtepa katovontod e Eva mapdostypa. Eav eEgtalovpe 1o €tog
2004 xon évag ovyypaeeos £xel ypayet éva apBpo to 2001, kor n cvAhoyn ToV
avagopav givar: 2 1o 2001, 20 to 2002, 30 to 2003 kot 15 to 2004, t0 dpOpo €xer 2/(1
+2004-2001) + 20/(1 +2004-2002)+30/(1+2004-2003)+15/1 =37,16 avapopis. Topa
av eEgtdoove 1o dpBpo 610 £10¢ 2005, Kot ot pynpovedoels Exovv yivet: 2 to 2001, 20
70 2002, 30 70 2003, 15 10 2004 Ko 3 t0 2005, T0 APOpO O £xer 2/ (1 +2005-2001)+
20/(1 +2005-2002)+30/(1 +2005-2003) +15/(1 +2005-2004)+3/1 =25,9 avagpopéc.

H ovoia glvar 6t o1 avapopég mov €xet AaPet Eva dpBpo, £xovv peyaddtepn emidpaon
010 YpoVo t, OTav £rovv kepONBel O KOVTA TOV, YTl pid TOAd avapopd Hropet va
unv gtvon o £ykopn. Avtdg etvan £vog o101 TIKOC Tpdmo va GuAAGPovpe TV évvola

NG XPOVIKNG EMIMTMOOTG KUl VO, TOPATNPTCOVUE TNV £EEMEN GTO YPHVO.

23.3.1.6 TPEXOYZEX ANAOOPEX
To dBpotopa TV o1 avagopdv 6Tt 0 GLYYpaPLag EAafe To XpOVo t,, Tov deiyvouv

Vv emttvyio Tov £xovv To apOpa tov otn onuepwvn €xoxn (Cityow)-

Citnow(®) = ) cit(tn.) (13)

VjEPy

3.3.2 AEIKTEX AAAATHX

IMa vo cuAddPovpe TV €EEMEN TV TOPOTAVED HETPIKMV, ONUOVPYNCALE EVa OEIKTN
OALOYNG LE 5 LETPNOELS, Y10 KAOE YOpaKTNPIOTIKO, DGTE VO GLAAGPOLLE TOV TPOTO TOV

aAAdlovv otov ypdvo. O deiktng adhayng coumepthapupavel 4 HeTpKés aAlayng Kot
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L0 TOV OVOTTOPLOTO TO EMIMEOO GTO OMOI0 KLUAIVETOL 1 TIUN TOV YOPOKTNPIOTIKOV.
Ytovg TOmovg Topakdt, f (1) eivor n Tyn Tov YopaKTPoTiKol mov e&etdlovpe, Katd

TO €706 L.

3.3.2.1 EAAXIXTH KAI MET'TXTH AAAATH

H péytotm xou n ehdyiomm ordayn mov €xel LTOGTEL TO  YOPUKTNPLOTIKO

(minC & maxC), mov deiyvel TV UEYOADTEP Kol TNV UIKPOTEPN OmMOKAIGT TOV

YOPOKTNPLOTIKOV.
minC = min(f(i) — f(i— 1)) (14)
maxC = max(f () — f(i — 1)) (15)

[ € [tO; tz]

3.3.2.2 TEAEYTAIA AAAATH

H televtaio aAlayn tov yopaktnpiotikov (lastC) ameucovilel T Suvapuky Tov TV

O€JOUEVN XPOVIKT CTLYUN.

lastC = f(t,) — f(t, = 1) (16)

13.3.2.3 AGPOIZMA TQON AAAATON

To aBpotoua TV PETAPOADY TOV YOPAKTNPIOTIKOV (SUmC), Tov avVIITPOCOREVEL TN
otafepdTa Kot T EVUGN TOL PLOUOV peTABOANG TOL YOPAKTNPLOTIKOD (BeTiKA-

APVNTIKA).

tz
sumC = Z FO—fG-1) a7

j=to

23.3.2.4 TIMH XAPAKTHPIZTIKOY

Ta pétpa mov avagépovioar oveTéEP® amelkovifovy TG oAAAYEG OTNV T TOL

yopaxktnpiotikov. [lpoxeyévov va Tpocdlopicove TNV T TOL XOPOKTNPIGTIKOV
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oTOoV

xpévo dnuovpynoape €va tehevtaio deiktn (featVal), o omolog mowkiliet

avVAAOYQ LE TN GUOT) TNG TOL YOPUKTNPIGTIKOV:

Tipwpovpeva otov xpovo: (petopéva dpbpa & avapopEc, YoUpaKTNPLOTIKA 0o
ypdoovc): H televtaio Tiun T0v 0pakPloTiko. AESOUEVOL OTL OVTH TO
YOPOKTNPLIOTIKG LEWDVOVTOL OVAAOYO HE TO XpOVIa, €5 OPIGULOV, 1 TEAELTAIN
TN amekovilel T cuvolkn a&ia tov.

ABpootikd (apBpa, avagopég uéyprt ™ otiyup N): H tedevtaio tyun
dtupoduevn pe tov aplud TOV €TOV TOL eHEAvileETE O CLYYPOPENC.
AvVTIpos®MTEVEL TN LECT TN TOV YOPOKTINPIGTIKOV.

Tpéyovta yapaxtnpiotikd (ApBpa, avaeopéc tov tpeyxwv xpdvo): To dBpooua
TOV TILOV TOL YOPUKTNPIOTIKOD 6€ KAOE £T0C, Sloupoduevo pe Tov apliud tov
ETOV TOL ePPaVIleTe 0 GLVYYPOEENS, 0Bpollopevo pe v tdon tov. H 1don evog
YOPOKTNPLOTIKOD HETPLETAL WG 1) KAlom ¢ evBeiag (o€ radians) mov oynuatilet

N YPOUUIKT TEAVIPOUNGT TOV TILDV TOL YOPAKTNPIGTIKOV GTO YPOVO.

3.4 [IINAKAY XAPAKTHPIXTIKQN

O mopoakdTe mivakKag cVVOYILeL TO. YOPOKTNPIOTIKG TOV ONUIOVPYNCOUE Kol £YOVV

oploTel pHEYPL TOPOL.

Mivaxag 1: ININAKAX ZYTTPAGIKQN XAPAKTHPIETIKQN

‘Ovopo Ipoéievon | EEnqynon M£0060g
Poum Béon O apBudg tov apbpwv mov | 3.2.1.1
Aedopévev | €xel YpAYEL O EPELVNTAG
HéEYPL 10 dedOUEVO YPOVO.
Pyenatizea | BGon O apBuog Tov apbpwv mov | 3.2.1.2

Agdopévov | €yl YpOYEL O EPELVNTNG
HEYPL TO OEOOUEVO YPOVO,
LELWUEVO GE GYECT UE TNV

Aot TO.
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Pow Bdon O apBuds TV dpbpwv mov | 3.2.1.3
Agdopévov | Exel YpayeL 0 epELVNTIG TO
dedopéVO YpoOvo.
Citsym Baon To aOpocpa tov | 3.2.1.4
Agdopévov | avapopmv Tov £yovv AdPet
T GpBpa TOL EPELVNTY
néypt to dedopévo ypovo.
Citnorm Bdon To aOpocua tov | 3.2.1.5
AgdopEVDV | avapop®dV oV Exouv AdPet
o apbpa TOL gpeLVNT
néyxpt 10 dgdopévo ypovo,
LEIWUEVO GE OYECT UE TNV
ToAOTNTO.
Citpow Bdon To GOpocua tov | 3.2.1.6
Agdopévov | avapop®dv Tov £xovv AdPet
ta. 4pBpa Tov gpgvvNT TO
dedopévo ypovo.
Eigen TTottikog H eigenvalue tov | 3.1.3.1.1
Ypapog GLUYYPOPEN GTOV TOLOTIKO
ypboo TOL  dedopévou
£T0VG.
Deg [Mootikog | O Pabudg tov ovyypaeéa | 3.1.3.1.2
YPAPOG GTOV TOWOTIKO YPAPO TOL
dedopEVOL £TOVC.
CLW [Mootikég | To dBpowcpa tewv axpov | 3.1.3.1.3
YPAPOG TOL  GLYYPOQED — GTOV
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TOL0TIKO YPOAPO TOL

dedopévou £Toug.

WPNyeigne | Howtiko To PBapog 7T0L power | 3.1.3.2.1
power KOUPOV 6TOV 0010 AVIKEL O
graph GLYYPOPENS GTOV TTOLOTIKO
power graph tov dedopévov

£T0VG.

WPNjigue | HowoTio To Bépog g Khikag oty | 3.1.3.2.2
power omoio. ovnkeL O power
graph KOUPOG 6TOV 0010 OVIKEL O
GLYYPOPENS, GTOV TOLOTIKO
power graph tov dedopévou

£T0VG.

SPNyeign: | IMocotwcd | To Papog tov  power | 3.1.3.2.1
power KOUPOV 6TOV 0010 AVIKEL O
graph OLYYPOPEAG GTOV TOGOTIKO
power graph tov dedopévou

£T0VG.

SPN¢jique | Ilocotiko To Bapog g xAikag oty | 3.1.3.2.2
power omoio. OvNKeEL O pOwer
graph KOUPog ooV 0moio avikeL 0
GLYYPOPENS, GTOV TOCOTIKO
power graph tov dedopévov

£T0VG.

3.5 KATHI'OPIOIIOIHXH EPEYNHTQN

H xotdroén tov ovyypoagémv oe opdoeg sivor avopgiofnmra o dlodtkocio

clustering. I'io va tpocdiopicovpe to BEATIoTO ap1Bud Tmv clusters oto dataset pe Tovg
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Oelktec oAAOy®V, EKTEAEGOUE WO GEWPE OMO TEPAUATO LE TNV YPNON OEIKTMOV
EYKUPOTNTOC OLOOOTOCEMV KOl £MELTO. YPTCLUOTOIOVUE TO OMOTEAEGUO Yo TNV
ektéleon evog adyopibpov opadonoinong. To clustering amockonel 6Tov TPOGOIOPIGHO
EWIKOV TPOTUTI®V GTOV PLOUO OAAAYNG M OTIS TWES TOV YOPUKTNPICTIKOV TOV
EPELVNTOV. XTN CULVEYELD YPNOUOTOLEL aVTA To TPOTLTTO, KOL TNV OUOLOTNTO GTO
YOPOKTNPIOTIKA Y100 VO EEYMPIGEL KOl VO OLOOOTOMGEL TOVG €PELVNTEG. EmumAéov,
Kataockevdoope Eva dataset pe abpoiotikég othAec mov EKQPALOVYV MO OVGLUGTIKG
YOPOKTNPIOTIKA Kot TPEEQUE Lol SLodIKAGTIo ETAOYNG XOPAKTNPIOTIKGV oV Eexmpilet
TOL O ONUOVIIKA Yoo TNV OUHOOOTOINGN  YOPOKTINPLOTIKA. 2T GULVEXELD,
YPNOLOTOLOVE TIG YPOVIKEG GELPESG TOV MO KOPLPOIOV YUPOKTNPLOTIKOL oV Pynke
amd TNV Tponyovuevn Olodkooio, Yo Vo EKTEAECOVUE WO GLOTOOOTOINCT HE
YPOVOGEPES. Y OTEPO CLYKPIVOLUE TIG OMOOTNTEG T®V V0 OUASOTOMGEMYV Kot
vroAoyiCovpe TV emTLYIA TOL SEVHTEPOV MG TPOG TO TPADTO. TELOG, YPNCLULOTOLOVLLE TOL
anoteléoporto amd To Tpmto (clustering) yio vo amokaAVYOLLLE TOL YOPAKTNPIGTIKG GTAL
omoion Egxwpiler M kdBe oudda «dbe, TPOKEWEVOL VA TV  OVOUOTICOVUE,
avtiotoryilovtag £Tol TOVG EPELYNTEG HEGO GE OLTHV TNV OUAON GE GUYKEKPLUEVECG

ocoumeprpopés. H pon oy ewcdva 2 ameucovilel T YpOUT TOL 0KOAOLONGALLE.
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EVOLUTION
/ DATASET
AGGREGATE FOR IDEAL
D DATASET NUMBER OF
CLUSTERS
l |
FEATURE K-MEANS
SELECTION CLUSTERING
TIME SERIES
CLUSTERING CLUSTER
LABELING
TS-KM
CLUSTERING
COMPARISON

3.5.1 AEIKTEX ETKYPOTHTAX OMAAOIIOIHXHX

Ta pétpoa  a&loAdYNONG TOL  YPNOUOTOOVVTOL YO VO  TPOCOOPIOTEL M
OmOTEAECUATIKOTNTO TNG opadomoinone. Agdopévov Ot 1 cuotadomoinor sivor un
EMOTTELOUEVT (YOPIC €TIKETEG), Ol OEIKTEC TOL EPAPUOCTNKOV EIVOL ECOTEPIKNG

emkvpwong (internal validity).

3511 MEZOSZ OPOX AOPOISMATOX TON TETPATQNQON ENTOX
: OMAAAY

Eivai to dBpotopa tov pécsmv 0pmv tov afpoicpotog tov tetpaydvay tov kabe cluster
dapodpevo pe tov apdpd tov cluster. To péco abpotopa tetpaydvmv opiletat og 10
dBpoioua TV aroctdcemv avipecsa e kibe onueio TOL GULUTAEYUOTOC KOl TO KEVTPO
tov cluster, dtoupovuevo pe tov aplBud tov onueiov. H évvola apopd oty péon

acvppovio tov clusters, €€ ov kot 660 pKkpdTEPN TOGO KOAVLTEPQ.
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ZVxEj d(x» Cj)z
ZvjeCl |]|

|CT]

avg(WCSS) = (18)

3512 MEXZH AITOXTAXH METAEY TQN KENTPQN TQN OMAAQN

Eivat 0 péooc 6pog tmv avd dvo amoctdcemv tov kévipov tov cluster (avg(DBCC)).
Av16 avtimpoocwnevel T péon andotacn HeTaED TV OpAd®mV Kot OGOV BEhovpe ta
cluster o 660 10 dLVATOV PHEYOADTEPT] AVTIOGTOAN, 0 deikTNG o TOC Oa Tpémet va glvan

0G0 YnAd.

avg(DBCC)

_ Yiectjectizj 4(Ci, ) (19)
Clx(Cl—1)/2

23.5.1.3 DAVIES-BOULDIN
O delktng aVTOG SLOTLTTAOVETOL OC EENG:

DB
n /ZVxei d(x, Ci)z + ZV)’EJ d(y, Cj)z\

_1 H H
= ; Maxizj k d(cl-, Cj) ) (20)

To vonpa avtov tov poviédov etvar 6Tt 0 emBuunTdc adlyodpBpog Ba mpénet va mapdyst
OUAdES UE YOUNAY] €0MTEPIKY] OmOGTACN G KAOe opdda (apBuntig) kot vymin
eEwtepikn andotaon HETAED TV OHAd®V (GTOV TOPOVOUOGTT), TPAYO TOL CTUOiVEL
otL Béhovpe 0 delkng va elvan pikpOG. OEhovpe HIKPN E0MTEPIKT OTOGTOCT YOl VOl
OTOTVTTMGETE TO YEYOVOS OTL T onueia TG opdoag eivar opota. Amd v GAAN Thevpd
ypelOLaoTE VYNAY EMTEPIKT AMOGTOOT), TPOKELUEVOL Ol OULAdES VoL givat OGO TaL TO

SVVATOV O OLOKPITEG,.

§&5L4DUNN

To pétpo avtod opiCovtan Etot:
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DU

d(Ci, C])

ZVpEk(xp —¢)?
kmaxlsksn k]

(21)

= MiNj<j<n § MiNi<jenizj

O o16)0¢ NG €ival va evIOTicoVY TUKVEG Kol KAAL Olay®plopéveg cvotddec. Eivan
Boaciopévn 010 EAYIOTO EGMTEPIKT KoL LEYIOTN EEMTEPIKT AMOGTOCT] TMV GLGTASWV.
H eldyiot eomtepikn amdoToon HETPETOl ®¢ 1 eAdylot) amdotacn petald 600
dedopévov kévipwv cluster. H péyiom eotepikn andotacn opiletal mg 1o pEYIoTo
aOpotopa tetpaydvev evtog opddas og kabe cluster. Eyovtog v idwo ovoio pe Davies

Bouldin, aALd avtifetn, 6élovpe to Dunn index 66o vynAdTEPO YiveTe.

3.5.2 K-MEANS

O aAydpiBpog mov ypnoonomcape otny avaivon pog sival o k-means. Eivol pa
EMOVOANTITIKY| SIOUEPICULATOTOINOT), TOL PacileTOl GE L CLYKEKPLUEVT] OTOGTACT KO
éva ovykekpluévo opllud amd cvotddeg K. Eexwva pe K tuyaio kévipo kot ot
GUVEXEL YPTCLLUOTOLEL T GLYKEKPIUEV OTOGTOCT KO TIS TIUES TV YOPAKTNPLOTIKDOV
NG KAOE TapaTpNo”MG Yo VO OVTIGTOLYIGEL TNV TAPATHPNON GTO TANGIEGTEPO KEVTPO.
"Emerta vmoAoyilet ek véou ta kEVTpA TNG KAOE OUAOOG, LLE TIG LEGES OMOGTACELS LETAED
TOV TIUAV TOV TOPATNPNCE®V TOL OVAKOLV G€ auThv TV opdda. H emavdinym
ovveyilete péypt ta k€vta va givor otabepd, OnAadn 0ev LETAPAAAETE N T TOVG UE
TIG emavoAnyels. H petpikn mov ypnopomomoope sivoar  gukieideia amdoTaom, N

010{0. GLVIGTATOL Y10 GUVEXELS TIUES.

3.5.3 EIITAOTI'H XAPAKTHPIZTIKQN

H ddikacio emA0yNg YopaKTNPIOTIKGOV vl pio cuyvh Kot Bacikn oladtkacio oty
e€OpLEN dedopévev Kot 6TV aVAADOT GTOTIGTIKAOV GTOLEIOV Yo va. Tapdyovy éva
VTOGVVOAO TNG OPYIKNG OLAONS OEOOUEVAV, EMCTLOIVOVTOS OPIOUEVO YOPOKTIPIOTIKA
OV £YOLV LEYAADTEPT) CNUOGIN 1] EMPPOT GTO LOVTEAO TTOV EQAPUOLETE Y1 TNV £pEVLVAL
nov yivete. [ToAlol akyopiBpot Kot OpHOvAEG TpoTEiVOVTOL, AVAAOYQ LLE TO OKOTO KOt
™ @bon g ovdivong. Tétowor alyopBpor cuvnbwg meptappdvovy oavalntnon
VTOGLVOA®Y OTNAGV Kol Ogikteg agloAdynomng yw ovtd to vrocHvora. Otav 10

povtélo etvar emPAemdpevo PETPO OTMG O CLVTEAESTNG CLOYETIONG ToL Pearson
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(Pearson 1895) kot n apotPaio TAnpopopio (Manning, Raghavan kot Schutze 2008) .
Ymv mepintmon e un ereyyouevng pabnong n emioyn PacileTon oTIc TIHEG Kot TIG

WOOTNTEG TOV YOPOUKTNPLOTIKAOV , OTTMG 1) ATOKAION 1) 1] GLGYETIOT HETAED TOVC.

3531 XYMIIIEXH AEAOMENQN

Mo 1o tuqua ovTd, TPOOSTUONGOUE VO ONUIOVPYNCOVE IO TO GLUTOYN OHAdQ
OeOUEVMV, LLE TTO EKQPOCTIKES OTNAEG amd Tovg Ogikteg aAAaydv (3.2.2 ). Avtd to
TETUYOUE UE TN GUYKEVIPMOOT OVTAOV TOV OEIKTOV, (OOTE VO OTOKOUAVYOVE TO, TLO
ONUOVTIKA amd T apykd 13 cuyypagikd yopaktnplotikd tov avaeEpovror ota 3.1.3
kot 3.2.1 EmiéEape autd to yopoktnplotikd yloti eivar e0KoAo vo epunveLTOLV, GE
avtifBeon pe Tovg delkteg aAlaymdv ot omoiot etvor vtepfolikd mepimhokol yio £va T€T010
¢pyo. H ovvaBpoion yia kéBe yopakmpiotikd emtedydnke pe v opadonoincn tov
JEIKTAOV aALAYNG 7OV TPoEPYOVTAL amd TNV 1010 Asttovpyio ko T aAhayéc e, o
napddetypa ot 5 pétpa mov mponAbav amd v apykr Asttovpyia Pyow(3.3.1.3 ) Oa

aBpoilovtar £ToL:

aggrind = (minC(Pow) + maxC(Pooy) + 1astC (Puoy) + sumC (Poow))
* featVal(Pyow) (22)

Av1og 0 TOToG pmopel va €nynBel, AapPdavovtog voyn 0Tt OAEG 01 LETPIKEG OAAOYNS

padi etvon e€loov onuavticég pe v a&io Tov aVITPOSMTEVEL TO YUPAKTIPIGTIKO.

23.5.3.2 SINGULAR VALUE DECOMPOSITION

To singular value decomposition givoi pio oTaTIGTIKY TEYVIKN Yo TNV oocvvTifeon
wog evog mivaxo dgdopévav, g €dpeon tov singular values mov e&nyodv to
LEYOADTEPO TOCOGTO TNG SUKVUOVOTG OTO OE00UEVE Kol EMEITO AVOGVVOETOVY TOV
TivoKo TOV dedoUEVOV, KpoTmvTog Hovo avtd ta singular values, yio vo emitevydei

peiowon dwotdoewv. H dtdomaon evdg mivaxa dedopévov X etvar:
X=UxDxVT (23)

Omnov V o de&1og singular vector, U o apiotepog kot D évag dloydviog Tivokog pe Tig
singular values. Ka0e singular value 6to D g€nyei évo 1060610 TG SLOKOUOVOTG TV
dedopévov. Kabe éva amd to d6e&id singular vectors, deiyvel T oTthAEg TOL

GULVEIGPEPOVY GTNV dlakvpaven Tov avtiotorywv singular values. Me tov 1pdmo avto,
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umopovue vo eEaydyovpe oTAEG TOL GLUPBAAAOVY TEPIGGATEPO GTNV OTOKAICT] TOV
dedopévav, apa Kot otnv opadomoinorn. Avtd pmopet va emrevybel kpatdvioag Ta
singular values mov &€nyodv to peyoldtepo m0606Tod TG dlakduavens ard to D kot
OVOKOAVTTOVTOG TIG GTNAEC OV GULVEICOEPOVY TMEPIGGOTEPO GE OVTA, amd T0 V.
ABpoilovtoc Tic Tinég mov €xel oto V KA GTHAN, YO TO OVTICTOLYO TTO GNUOVTIKE
singular values, dnpovpyovue po Aiota oo pio T yio Kae 6THAT, 0V OVGLUOTIKA

AVOTTOPLOTE TV EMIMTOGT TG GTAANG 6TV dlakduaven Tov dataset.

3.5.4 2YXTAAOIIOIHXH ME XPONOZXEIPEX

"Exovtag éva chvolo dedopévmv Tov oyetilovtal pe Tov xpovo, Hog divete 1 duvatdtnta
VO OVOTTOPAGTCOVUE TS TIHEG TOV KAOE YOPOKTNPLOTIKOL oe KABe ypovid , mg
dtvvcpata otov xpovo. Kdbe cuyypapéag £xet £va dtdvocpa yio KaBe yopaKkTnploTikd
TOV, KOl oVTd delyvouv v EEMEN TOL GVYYpPaEEa o aVTOV Tov Topéa. [a éva povo
YOPOKTNPLOTIKO, UTOPOVUE VO KOTaoKELAcovue évo. dataset pe ypoppéc tic TyHég tov
YOPOKTNPLoTIKOD Yoo kKaBe author xoi otieg TiIc ypoviés. Yotepo UTOPOVUE VO
OLLOOOTIO|COVLE TOVG EPELVNTEG UE KATOOV OmAd 0AyOplOLO Tov d&YETOL YPOVIKO
uétpo amdotoong, Omwg 0 partitioning around medoids (PAM) (Kaufman wou
Rousseeuw 1987), n omoia otnpiletor 6TV OHOLOTNTO TOL YPOVO SLOVOGLOTOG e Pdon

mv ardctacn dynamic time warping (DTW) (Berndt kou Clifford 1994) g omodctacn
HETpNONG.

23.5.4.1 DYNAMIC TIME WARPING

To DTW eivan évag adyoptBpoc yio pHétpnon opotdTNToS avApeso 6€ dV0 YPOVIKEG
akohlovBiec, aveapttwg dapopdc peyeBovg 1 taydtnTag. Avtd onuaivel 0Tl o
YPOVIKNY oepd pmopel va cuykpBel pe pa GAAN cepd aKoOUo Kol oV TOL UMK TOVG
dpépovy. Avto 10 KaoTd 1WoVIKS Yo d1kn pag vdOeon, dedopévou 6Tt BEAovpE va
KOTIYOPLOTOMGOLLE I GUYYPAPEiS TOV gUovIlovTal 6 dLOPOPETIKA YPOVIKE onpeia
KATA TNV TN XPOovikn mepiodo mov efetdlovpe, dMUOLPYDOVTOG £TGL OLOVOGLLOTOL
YOPOKTNPIOTIKOV UE dtdpopa pnkn. T vo Bpel v opotdtta peta&d tov 6vo
SLVUGLLATOV YOPOKTNPIOTIKOV 0O dVO SAPOPETIKOVS cLYYpapeis, To DTW mpofdiet
11 600 aKoAovBieg GTNV YPOVIKT S1AGTACT KOl LETPAEL TIV OLOLOTNTO TOVGS, EEXMPLOTA

O YN YPOUMKES OLUKVUAVGELS GTNV XPOVIKT] O10GTOC.
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3542 PARTITIONING AROUND MEDOIDS

O PAM civar po tpocéyyion cvotadomoinong napduotla pe tov K-means oto onueio
3.3.1 . Kot ot 800 croyevovv 611 peimon g andetaong HETAED TV onpeiov og éva
cluster. Kat ot 00 amd avtovg eivar emavoinmrikoi kot exavovmoAroyiovv ta cluster
o€ k0O emoavainyn péypt ta onueio va suykAivouv, Omaadn va unv aAldlovv. Baoikn
T0VG dtapopd givar 6t1 0 PAM ypnoyromotel éva amd to veapyovta onueion og KEVIPO
™G opadag evd o kK-means ypnoiponotel onpeio Tov AVTITPOCOTEDOVV TIC LEGEG TIUES
TV onueiov tov. EmmAéov, o PAM Aettovpyetl pe d1dpopa pétpa amdoTaong, 0 KOPLmV

Adyo¢ yua Tov omoio Tov emAéEape yio v DTW andotoon.

3.5.5 XAPAKTHPIZMOXZ TQN OMAAQN

O1 ovotddec mov mopdyovior amd TN dadkacio TG opadonoinong, oynuotilovro
AMOY® oplopévav HoTiBov oto dedopéva. ANAadT TNV TEPIMTOOT OGS, Ol EPEVVNTEC
KOTNYOPLOTO100vVToL HE BAOT TNV CLUUTEPLPOPA KATOLOV YOPOUKTINPIOTIKMOV TOVS. AVTO
EXEL MG OMOTEAEGLO. OPIGUEVEG GLOTASES VAL OglyvouV 1d1aitepa EEXMPLOTEG TIUES OF
KOO0 YOLPOKTNPLOTIKA GE GXECT LE TIC LITOAOUTEG. AVTN N 010N TO aEloTotEliTaL, MOTE
va ovopaticovpe to kabe cluster Bacilopevn ota yapokTplotikd oto onoia e&éyel. H

TN kabe yopoktnprotikov gvog cluster ivar n T Tov KEVIpov Tov.

To keipevo mov meprypleet T1G TEYVIKEG AEMTOUEPELEG TNG VAOTOIN GG TapatifeTon 6To

[Hapdaptnpa.
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4. XYMIIEPAXMATA & MEAAONTIKOI XTOXOI

2V Topodoo, Epyacios TPOGTOONGOVLE VoL TETOYOVUE Uid KOTATAEN EPELVITOV GOE

ondoeg Kot YeEVIKN eEaywyn YvVOONGS, a&loToldVTaS SAPOPES TTVYEG TMV TANPOPOPIDV
7oV elyape otV O140€0M LLOG Y100 TOVG GLVYYPAPEIS KAt TIG GVVEPYUTieg Tove. Maléyape
BipAoypapucd dedopéva OV AVOPEPOVTOL GE GUYKEKPIUEVO YPOVIKO SLUCTNHO, OO
™mv ynoeakn PBiAodnikn SCopUs KaADTTOVIOG TUYOV OGLVETEIEG TOV O£d0UEVOY,
epapuOlovTag Ho TEXVIKN TOPOUOL0 LE GUVEPYUTIKO PIATpApIoHa. Ot avamapdoTacn
TOV JIKTOOL TOV EPELVNTAOV GE YPAPOLS Kot 01 TEXVIKES eEOpLENG YVDONG Atd AV TOVG,
LOG ETETPEYAV VO, GUAAGPOVILE TNV KOWV®VIKTY, OTOUIKT KOl ¥POVIKY] TANPOPOPio. TOV
KaOe cuyypapia, ToVTOYPOVa EAYOVTAS TTOKIAES TANPOPOPIES GE oYéon LE TOV pLOUO
TOPAYOYIKOTNTAG, TV AN 0VOPOP®V, TOVS TTLO EMLTUYNUEVOVS EPEVVNTES, TV AVTOYT
TOVG GTOV YPOVO KOOMG Kot TNV emTuyio TV opuddmv otig omoieg avikovv. Katd
dugprela AT TG dtodtkaciog YeEVVIONKaV VEEG LETPIKES Y10 TOV YOPAKTNPIOUO TV
OLYYPOPEMV, ELGAYOVTOS YPOVIKEC LEIDOELS o€ BIBAOYPOQIKES HeTPIKES, pOwWer graph
KOl 0VOADOT] KOWVOVIK®OV SIKTOMV Y10l VO, TETOYOVLUE TV OVOTOPACTOCT) TOL TPEXOVTOS
xopokTipa pa emttvyiog n pog cvvepyasioc. Ta yapaxtnpiotikd avtd agtoromOnkav
oTNV KOTAOKELT] Ypovik®v dataset kot énerta dnuiovpynoape deikteg oAoydY 68 aVTA
TO, XOPOKTNPOTIKA. Me avtovg toug ogikteg cvpmephdfape v e£EMEN tov KdaOe
YOPOKTNPLOTIKOD Yoo kdOe cvyypapéa, og éva dataset mov ypnowonomdnke yo va
KOTYOPLOTOMGOLLE TOVG CLYYPaPeig pe tov adyopBpo K-means. O apiBuog tov
cluster opiotnke and mEWPAUATIOUODS KOL YPNOUOTOLOVTOS KOOIEPOUEVEG LETPIKES
gykvpotroag clustering. H dnpiovpyia eTiketdv yia T1g 7 Katnyopieg cuyypoeiémy Tov
napfyOnoav, Paciomke ota yapaxtmplotikd mov Eexdpile to kabe cluster, ta onoia
dpopomotoHVTIL KVPImG oTNV dVvauT TG KOWOTNTOS, GTOV pLOUO ANYNG avapopdV
Kol 6T0 KOWmVIKO KOpog. Emiong éywve po mpoomdbeia va dei&ovpe to o onpovTikd
Omd TA YOPOUKINPICTIKA TOV GLYYPOUPEDY, OC TPOG TNV OLAdO0TOoiNnoT, epaprolovtog
singular value decomposition. To amoteléouata SelyvovV TMG TO O CNUOVIIKA
YOPOKTNPLOTIKA elvar ot avapopég Tov d€xetar avd ypdvo o cuyypapéas pall pe v
Tdom mov aKoAovOOLV, 0 ApPBUOS TV APBP®V TOL YPAPEL LEIOUEVOS PE PBAon ToV
delkn ToAodTNTAG Kot 0 HEGOG OpOog TOL aplBpov TV ApBp®V oL YpapeL avd xpovo.
Kabe cuyypapéag &xet pa xpovooelpd omd TIES Yo TO KOPLOOIO YOPUKTNPIOTIKO TOV
ekbécape TPONYOLUEVMG. AVTEC O YPOVOGEIPES YPTCILOTOMONKAV Y10 OLLAOOTOINGN

¥povocelp®V pe dynamic time warping coav Pétpo amodctacns xpovocelp®@v. Ot opddeg
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mov  mopnydnoav, oviotoynOnkay pe ovtég amd to k-means clustering ko
KOTOYPAPNKE TOGOGTO OUOLOTNTOS GYEOOV 6T0 55%. AvTd onpaivel 0T opadomroinon
YPOVOGEPOV OTOTVIIMVEL €VOL PEYOAO TOGOGTO TNG TANPoPopiog Kot UTopel va
aflomombel o010 HEAAOV Y100 7O ONOTEAECUOTIKEG OUOOOTOWGCELS HE ALYOTEPEC

OTTOUTNGELS OEOOUEVMV.

Ta oyédo pog yio 10 PEALOV EMIKEVIPOVETOL GTIV KATOOKELY €VOG UNYOVIGHOD
Katatagng, mov Oo KAToTdooeL Evay GLUYYPUPEN GE L0 OVTIGTOYT OUAd0, SEOOUEVMDV
TOV OTOTOVUEVOV YOPAKTNPIOTIKOV. EmmAéov, elvar onuovtikd va pyactovpe pe
O0AOKANPO TO GVVOAD SESOUEVMV TTOV £XOVUE GTNV d1dBeoT Hag, Tpdypa mov dev £yive
AOY® YPOVIKOV KOl VTOAOYICTIK®OV TEPLOPICUDY , YiaTi TEPIKAElEL £vol oNUAVTIKG
TEPLOCOTEPEG TANPOPOPIES, OGOV 0POPA TO KOWVOVIKA Kot BAOYpapiKd oTot el TmV
ovyypapéwv. TELloG, va OlEpeLVIICOVUE TO OYOANCTIKA TIG OLVOTOTNTEG TNG
OLLOOOTOINGONG LE YPOVOCELPES, INULIOVPYDVTIOS GUVIGTAUEVE SAVOGHLOTO od TOAAA

YOPOKTNPLGTIKA Y10 TNV KAADTEPT EXLO0GT TNV GLGTUOTOINGNG,.
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